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EDITORIAL

Big molecules that do not go away  

Life forms on earth depend vitally upon biopolymers, 
big molecules consisting of smaller molecules which 
are linked together, as exemplified by the nucleic acids, 
proteins and cellulose. In general, biopolymers have 
both structural and functional roles in living organisms. 
The lifestyle of humans in modern societies is equally 
dependent on a different type of big molecule, man-
made synthetic polymers (plastics) formed by linking 
together smaller molecules usually obtained from 
petrochemicals. 

	 Plastics are ubiquitous, and are encountered in daily 
life in almost every activity one can think of. One of the 
properties of plastics that make them so useful is their 
durability, in contrast to biopolymers which degrade in 
the natural environment. Ironically, it is also responsible 
for making plastics one of the biggest environmental 
problems facing the world today. A major concern is 
microplastics, resulting from macroscopic degradation 

of plastic products, which now pollute the oceans and air, 
and have been shown to enter into biological systems. 
In microplastics the basic molecular structure of the 
polymeric materials is intact. These big molecules are 
not susceptible to break down by microorganisms; they 
just don’t go away! 

	 Tackling the worldwide problem of pollution by 
plastics require a multi-pronged approach including 
better waste management, recycling, developing 
biodegradable plastics, avoiding single usage products 
and reducing production. The recent failure of the United 
Nations Plastic Pollution Treaty, mainly due to a group 
of petrochemicals producing countries not agreeing to 
placing limits on the production of plastics, reflects at a 
deeper level the conceptual conflict between unlimited 
growth and sustainability. It is apparent that the idea that 
unlimited growth on a planet with limited resources is 
not sustainable, is not yet universally accepted.  

Ajit Abeysekera
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Decadal trends in antimicrobial susceptibility of Escherichia coli and 
Salmonella spp. in chicken from small-scale farm shops in Kandy 
district, Sri Lanka 

Abstract: E. coli and Salmonella spp. are two important 
foodborne pathogens that rapidly develop antimicrobial 
resistance (AMR) and frequently contaminate animal products, 
particularly chicken meat. In Sri Lankan small scale poultry 
operations, substandard hygienic practices are common. The 
current study reports and compares two consecutive studies 
conducted in 2010-2011 and 2020-2021, which investigated 
AMR E. coli and Salmonella spp. contamination in chicken 
meat sold at small-scale farm shops in the Kandy district, 
Sri Lanka. The first study included 72 chicken meat samples 
collected from 10 out of the 20 divisional secretariat divisions 
(DSDs), while the second study included 37 meat samples from 
the same DSDs, collected 10 years later. Salmonella spp. and 
E. coli were isolated and identified, and AMR profiles were 
obtained using disc diffusion assay and CLSI guidelines. The 
first study reported 100% E. coli contamination in chicken meat, 
but a decade later, the percentage had significantly decreased to 
70.3%. In both studies, E. coli isolates demonstrated resistance 
to more antimicrobials than Salmonella isolates, and the 
proportion of multidrug-resistant (MDR) E. coli isolates (defined 
as resistance to five or more antimicrobials) was higher than 
that of the Salmonella spp. isolates. Significantly lower MDR 
E. coli isolates were detected in the recent study. However, 
tetracycline resistance among E. coli isolates was higher 
compared to the previous study. Despite these improvements, 
the contamination level of chicken meat in small-scale retail 
shops remains concerning. Therefore, it is crucial to promote 
prudent antimicrobial use and ensure proper food processing 
practices at all levels of production in Sri Lanka.

Keywords: Antimicrobials, chicken, E. coli, meat, resistance 
Salmonella spp. 

Introduction

Food safety is a growing public health concern worldwide, 
owing to the rising numbers of foodborne illness (FI) 
cases and the demand to meet food standards to ensure 
consumer safety (Gizaw, 2019). Foodborne illnesses 
cause significant morbidity and mortality, posing a 
noteworthy influence in terms of the cost of medical 
care, resulting in a substantial loss of productive hours 
for the nation (Newman et al., 2015a; 2015b). Even in 
the United States, where the food supply is considered 
one of the safest in the world, 48 million cases of FI occur 
each year (Huffaker & Hartmann, 2021). However, these 
numbers are considered an underestimation, because 
milder cases are often undiagnosed and thus unreported 
(Todd, 2014). The scenario with FI is even worse in 
developing countries, because no proper surveillance 
system is in place and thus reported cases might only be 
the tip of the iceberg (Grace, 2015). Among FI caused 
by known agents, bacteria continue to be a major cause 
of foodborne diseases worldwide (Bintsis, 2017). As a 
result, qualitative or quantitative assessments of bacteria 
have been a priority in meeting food safety standards. 
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Escherichia coli (E. coli) and Salmonella spp. are 
major foodborne pathogens that have been prioritized 
in all food safety standards (Abebe et al., 2020). 
According to the Center for Disease Control and 
Prevention (CDC), pathogenic E. coli is one of the top 
five pathogens responsible for domestically acquired FI 
resulting in hospitalization, while Salmonella spp. (non-
typhoidal) is among the top five pathogens resulting 
both hospitalization and death (CDC, 2011). Both these 
pathogens share some common features such as the 
source of infection, pathogenicity, and development of 
resistance against antimicrobials. E. coli and Salmonella 
spp. are found colonized in intestinal tracts of a variety 
of wild and domestic animals, especially farm animals. 
Therefore, contaminated food of animal origin has been 
identified as the main source of infection (Heredia & 
García, 2018). Upon infection, these pathogens often 
cause mild to moderate self-limiting enteritis unless it 
is complicated or progresses into an invasive condition 
which may be fatal (Croxen et al., 2013; Marchello 
et al., 2022). Moreover, due to the intensive use of 
antimicrobials in farming, these pathogens demonstrate 
an increased rate of acquired resistance against commonly 
used antimicrobial agents (Frye & Jackson, 2013). 
Additionally, these pathogens carry multidrug resistant 
determinants that can be disseminated via horizontal 
and vertical transfer (Card et al., 2017; Li et al., 2021). 
Further, contaminated poultry meat has identified to 
be an important source of transmitting these pathogens 
(Heredia & García, 2018). 

	 Chicken meat is the most consumed meat variety in Sri 
Lanka and the per capita consumption has significantly 
increased during the past few decades (Alahakoon et al., 
2016). The popularity of chicken meat is primarily due to 
the absence of cultural or religious obstacles, availability 
in retail markets and relatively low cost. Previous studies 
conducted in Sri Lanka have demonstrated substantial 
contamination of chicken eggs and meat with E. coli and 
Salmonella spp. (Kalupahana et al., 2017; Kulasooriya et 
al., 2019). 

	 Different scales of poultry operations function 
within Sri Lanka and their management practices are 
diverse. Even though large-scale companies release 
quality-certified branded chicken meat to the market, 
a considerable fraction of meat consumers prefer 
purchasing fresh chicken meat from small-scale retail 
shops. Generally, the chicken sold in these small-scale 
farm shops is processed in facilities not designed as 
processing plants, where slaughtering and evisceration 
are done manually and mostly on-site. Like in many other 
developing countries, hygienic practices in these small 

scale retail meat shops are often below the standards 
and function with minimum resources. Therefore, the 
potential of meat getting contaminated with foodborne 
pathogens is relatively high. Meat contamination with 
bacteria found in animal guts and the presence of AMR 
strains can be used to assess operational hygiene at both 
the production and processing levels. It was hypothesized 
that substandard processing practices in small scale farm 
shops would increase contamination of chicken meat 
with foodborne E. coli and Salmonella spp.. Additionally, 
these bacteria might exhibit resistance to antimicrobials 
commonly used in veterinary practice. Therefore, two 
investigations were done 10 years apart to reveal the 
level of E. coli and Salmonella spp. contamination in 
chicken meat sold at small scale shops in the Kandy 
district, Sri Lanka and the antimicrobial susceptibility of 
these contaminants.

Materials and methods

Study area and sampling design

The two investigations were done in 2010-2011 and 
2020-2021 in Kandy district, one of the most densely 
populated districts of Sri Lanka. The Kandy district 
consists of 20 divisional secretariat divisions (DSDs). To 
address the variation in population density among DSDs 
(the number of meat retail shops varies accordingly) and 
to increase the precision of the study, the DSDs of Kandy 
district were considered as strata.

	 Only the small scale ‘farm shops’ were sampled to 
avoid selection bias, and to maintain uniformity among 
sampling sites. In Sri Lanka, a ‘farm shop’ is typically 
a small scale retail shop where fresh or frozen and 
thawed poultry carcasses are sold by keeping them in 
display units at 10-15°C. Most of these shops sell only 
poultry products such as whole carcasses, cuts, poultry 
visceral organs, eggs, and the value-added products such 
as sausages, meatballs, etc. However, some farm shops 
may also sell food products from other animals (dried 
fish, canned fish, etc.) and food products of non-animal 
origin. These farm shops are often found in the centre 
of a town and, besides, they can be found scattered in 
certain streets in larger towns.

	 As reliable data on the number of farm shops in each 
DSD was unavailable, the sample size was calculated 
based on an estimated 150 farm shops in the study 
area. Assumptions included a 90% prevalence of E. 
coli contamination in chicken meat, a 95% confidence 
interval, and a 5% margin of error. This resulted in a 
required sample size of 73 farm shops for investigation. 
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It was assumed that population densities proportional to 
the farm shops available in each DSD. The top five DSDs 
based on the population were selected purposefully and 
the remaining  five were picked randomly using Minitab 
software. In the 2010-2011 investigation, chicken 
meat samples were collected from 72 small-scale farm 

shops across 10 DSDs (Figure 1). In the 2020-2021 
investigation, efforts were made to collect samples from 
the same geographical locations. However, only 37 farm 
shops could be sampled due to permanent shop closures, 
COVID-19 restrictions, and financial limitations.

Selected divisional secretariat 
divisions

Main population centre Number of farm shops sampled

 2010-2011 investigation  2020-2021 investigation

Gangawatakorale Kandy 20 5

Udapalatha Gampola 13 5

Akurana Akurana 9 5

Harispattuwa Katugastota 9 5

Pasbagakorale Nawalapitiya 6 5

Yatinuwara Pilimathalawa 3 3

Udunuwara Gelioya 3 *

Pathahewaheta Thalathuoya 3 3

Madadumbara Theldeniya 3 3

Kundasale Kundasale 3 3

Total   72 37

Table 1:	 Number of farm shops sampled from the main population centre of the selected DSDs during each investigation 

* No sampling was done

Sample collection

In Sri Lanka, traditionally, the central market/main 
stall complex is located adjacent to the central bus 
stand. Therefore, sampling was performed in the main 

population centre of each DSD starting from the farm 
shop proximal to the central bus stand and continued 
along the main street until the required sample size was 
fulfilled. The number of farm shops sampled in the main 
centre of each DSD is shown in Table 1. 

 

  

  

  

  
  
  
  
  
  
  
  
  

Only the small scale ‘farm shops’ were sampled to avoid selection bias, and to maintain 

uniformity between sampling sites. In Sri Lanka, a ‘farm shop’ is typically a small scale retail 

shop where fresh or frozen and thawed poultry carcasses are sold by keeping them in display 

units at 10-15°C before sale. Most of these shops sell only poultry products such as whole 

carcass, cuts, poultry visceral organs, eggs, and the value-added products for instance 

sausages, meatballs, etc. However, some farm shops may also sell food products from other 

animals (dried fish, canned fish, etc.) and food products of non-animal origin. These farm 

shops are often found in the centre of a town and, besides, they can be found scattered in 

certain streets in larger towns. 

To make the study economically feasible, the sample size for each study was predetermined, 

and systematic sampling was conducted in the prearranged DSDs. Since no reliable data is 

available on the number of farm shops in each DSD, it was assumed population density is 

proportional to the farm shops available in each DSD. The top five DSDs based on the 

population were selected purposefully and the remaining 5 were picked randomly using 

Minitab software. During the 2010-2011, investigation chicken meat from small scale farm 

shops in 10 DSDs were sampled (Figure 1), and in the 2020-2021 investigation sampling was 

repeated from the same DSDs, except for Udunuwara. 

 

 

 

 

 

 

 

 

 

 

Figure 1: Divisional Secretariat Divisions (DSDs) of Kandy District of Sri Lanka 

sampled during two studies  

 

2.2. Sample collection 

Figure 1:	 Divisional Secretariat Divisions (DSDs) of Kandy district of Sri Lanka sampled during two studies

(The colours used in the map do not indicate any scale or a variable)
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At each farm shop, a chicken leg was purchased as 
the sample assuming that it is the part which has the 
highest possibility of contamination during carcasses 
handling and manual evisceration. The collected samples 
were transported to the Food Microbiology Laboratory 
of the Department of Veterinary Public Health and 
Pharmacology, University of Peradeniya and stored at 
4°C until the isolation and identification of foodborne 
bacteria were done.

Isolation, identification, and confirmation of E. coli 
and Salmonella

The qualitative identification protocols described by 
SLS 516: part 3: 1982 were followed, with certain 
modifications for isolation and identification of E. coli. 
If summarized, 25 g of meat were weighed, blended 
and homogenized with 225 mL of buffered peptone 
water (BPW) (Oxoid, CM0509). The homogenate was 
incubated for 18 - 24 h at 36 °C ± 1°C in a screw-capped 
bottle. A loop full (10 μg) of this enriched homogenate 
was taken and streaked on a MacConkey (MAC) agar 
(Oxoid, CM0007) plate and incubated at 36°C ± 1°C for 
18-24 h. A presumptive E. coli colony (red, non-mucoid 
colonies) was picked and cultured on an Eosin-methylene 
blue (EMB) agar (Oxoid, CM0069) plate, incubating 
for 36°C ± 1°C for 18 - 24 h. A typical E. coli colony 
(purple colour colonies with a green metallic sheen) from 
an EMB plate was sub-cultured on nutrient agar (Oxoid, 
CM0003), incubating at 37°C for 18 - 24 h. Confirmation 
was done by subjecting the isolates to Grams staining and 
a panel of biochemical tests (Catalase test, Triple Sugar 
Iron reaction, Urease test, Citrate test, motility test, and 
Kovacs’ Indole test).

	 For isolation and identification of Salmonella, 
methods described in ISO 6579 were followed. In brief, 
from the sample, 25 g of meat were weighed and blended 
using stomacher for 2 minutes to homogenize with 225 
ml of BPW (Oxoid, CM0509). The homogenate was 
incubated 16 – 20 hours at 36 °C ± 1°C in a screw-capped 
bottle. From this pre-enrichment 0.1 mL was mixed with 
10 mL of Rappaport-Vassiliadis (RV) broth (Oxoid, 
CM0669) and incubated at 41.5°C ± 0.5°C for18 - 24 h. 
A loop full (10 μg) of this selective enrichment was taken 
and streaked on a Xylose Lysine Deoxycholate (XLD) 
agar (Oxoid, CM0469) plate, which was then incubated 
at 36°C ± 1°C for 18 - 24 h. The plate was observed for 
the presence of typical Salmonella spp.colonies (red 
colonies with black centers) and such colonies were sub-
cultured on nutrient agar (Oxoid, CM0003) at 37°C for 
18 - 24 h. Confirmation of recovered Salmonella spp. was 
done by Grams staining, biochemical testing (Catalase 

test, Triple Sugar Iron reaction, Urease test, Citrate test, 
and motility test) and performing an agglutination test 
with polyvalent Salmonella antiserum.

Antimicrobial susceptibility testing

E. coli and Salmonella spp. isolates were subjected 
to disk diffusion assay to identify their antimicrobial 
susceptibility profiles. Guidelines and clinical 
breakpoints given by the Clinical Laboratory Standard 
Institute, 2008, were used to conduct the disk diffusion 
assay and to interpret the results. However, in situations 
where the particular antimicrobial was not listed in the 
publication, breakpoints of the closest antimicrobial 
within the same group were used for interpretation. In 
each investigation the panel of antimicrobials was selected 
based on availability as well as considering whether the 
antimicrobials are repetitively used in poultry medicine 
and in humans. E. coli ATCC 25922 was used as the 
quality control strain. 

	 The antimicrobial panel of both studies included 
ampicillin (10 µg), ciprofloxacin (5 µg), chloramphenicol 
(30 µg), gentamicin (10 µg), streptomycin (10 µg), 
and tetracycline (30 µg). However, amoxicillin (10 
µg), cephalothin (30 µg), enrofloxacin (5 µg), and 
neomycin (10 µg) were only available for the 2010-2011 
investigation, whereas amikacin (30 µg), amoxicillin-
clavulanic acid (30 µg), cefotaxime (30 µg), ceftazidine 
(30 µg), nalidixic acid (30 µg) and trimethoprim-
sulphonamide (25 µg) were only available for the 2020-
2021 investigation. Multidrug resistance was defined as 
resistance to five or more antimicrobials from different 
classes tested in the study.

Data management

Microsoft Excel spreadsheets were used to manage data 
and GraphPad was used to generate figures. Two sample 
proportion analyses were conducted on Minitab statistical 
software where p ≤ 0.05 was considered significant. 

Results and discussion

Contamination of meat with Salmonella spp. and 
E. coli 

The study conducted in 2010-2011 detected E. coli in 
all (100%) meat samples tested and Salmonella spp. in 
34/72 (47.2%) of the meat samples tested (Figure 2a 
and 2b). However, in 2020-2021 investigation, E. coli 
contamination was 70.3% (26/37) and Salmonella spp. 
contamination was 59.45% (22/37) (Figure 2c and 2d). 
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Statistical comparison between the proportions revealed 
that the E. coli contamination observed in the 2020-2021 
investigation is significantly lower (p = 0.00) than that 

of the 2010-2011 study, and the difference observed 
for Salmonella spp. contamination is not statistically 
significant.

Selected 
Divisional 
Secretariat 
Divisions

Main town

2010-2011 2020-2021

E. coli contamination
Salmonella 

contamination
E. coli contamination

Salmonella 
contamination

Proportion Percentage Proportion Percentage Proportion Percentage Proportion Percentage

Gangawatakorale Kandy 20/20 100.0 7/20 35.0  3/5 60.0  3/5 60.0

Udapalatha Gampola 13/13 100.0 8/13 61.5  3/5 60.0  2/5 40.0

Akurana Akurana 9/9 100.0 4/9 44.4  3/5 60.0  2/5 40.0

Harispattuwa Katugastota 9/9 100.0 3/9 33.3  4/5 80.0  3/5 60.0

Pasbagakorale Nawalapitiya 6/6 100.0 5/6 83.3  4/5 80.0  2/5 40.0

Yatinuwara Pilimathalawa 3/3 100.0 0/3 0.0 3/3 100.0  2/3 66.6

Udunuwara Gelioya 3/3 100.0 3/3 100.0

Pathahewaheta Thalathuoya 3/3 100.0 0/3 0.0 3/3 100.0  2/3 66.6

Madadumbara Theldeniya 3/3 100.0 2/3 66.7  1/3 33.3 3/3 100.0

Kundasale Kundasale 3/3 100.0 2/3 66.7  2/3 66.6 3/3 100.0

Table 2:	 E. coli and Salmonella contamination in meat by DSD

 

 
Figure 2: a) E. coli contamination in chicken meat detected in 2010 to 2011, b) Salmonella 
contamination in chicken meat detected in 2010 to 2011, c) E. coli contamination in chicken 
meat detected in 2020 to 2021, and d) Salmonella contamination in chicken meat detected in 
2020 to 2021. 

 

Table 2 shows the contamination found in meat samples by DSD in each investigation. 

Despite the fact that the data were collected a decade apart, meat sold in all of the farm shops 

investigated is tainted with both E. coli and Salmonella, or with either of these pathogens. 

Figure 2:	 a) E. coli contamination in chicken meat detected in 2010 - 2011, b) Salmonella spp. contamination 
in chicken meat detected in 2010 - 2011, c) E. coli contamination in chicken meat detected in 2020 
- 2021, and d) Salmonella spp. contamination in chicken meat detected in 2020 - 2021.
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resistance (8.3%) resistance against chloramphenicol 
(Figure 3). The percentages of E. coli isolates exhibited 
resistance against ampicillin, amoxicillin, cephalothin, 
streptomycin, and tetracycline (30 μg) are 90.3%, 83.3%, 
80.5%, 77.8%, and 61.1% respectively. 

	 E. coli isolated during the 2010-2011 investigation 
also demonstrated higher levels of resistance to the 
panel of antimicrobials tested than Salmonella spp. 
isolated during the same period. The highest percentage 
of resistance (69.2%) was observed in E. coli against 
ampicillin and tetracycline. Furthermore, 61.5% of the 
E. coli isolates tested were resistance to the trimethoprim-
sulphonamide combination.

 

Figure 3: Antimicrobial resistance observed in chicken meat contaminant E. coli from 

the 2010-2011 study and the 2020-2021 study. 

 

In the 2020-2021 investigation, 54.5 % of the Salmonella isolates tested positive for 

tetracycline resistance, while 40.9 % and 27.2 % tested positive for ampicillin and nalidixic 

acid resistance, respectively. Antimicrobials such as amikacin, amoxicillin-clavulanic acid, 

cefotaxime, ceftazidine, chloramphenicol, gentamycin, and trimethoprim-sulphonamide were 

effective against more than 90% of the Salmonella isolated during this study. 

Figure 3:	 Antimicrobial resistance observed in chicken meat contaminant E. coli from the 2010-2011 study and the 
2020-2021 study.

Table 2 shows the contamination of meat samples by 
DSD in each investigation. Despite the fact that the data 
were collected a decade apart, meat sold in all of the farm 
shops investigated is tainted with E. coli and Salmonella 
spp.

Antimicrobial susceptibility profiles of the isolates

E. coli isolates of the investigation conducted in 2010-2011 
showed a markedly higher level of resistance against the 
panel of antimicrobials tested than those of Salmonella 
spp. isolated from the same investigation. E. coli 
isolates reported the highest percentage of resistance 
(97.2%) against neomycin and the least percentage of 
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When resistance to antimicrobials common to both 
investigations was considered, E. coli isolates from 
the 2020-2021 study exhibited a significantly lower 
proportion of resistance to ampicillin (p = 0.01) and 
streptomycin (p = 0.00) than E. coli isolates from the 
previous study.

	 More than 40% of the Salmonella spp. isolates 
from the 2010-2011 study were resistant to neomycin 
(55.8%), streptomycin (35.3%), ampicillin (41.2%), 
and amoxicillin (41.2%) (Figure 4). Furthermore, only 
a small percentage of Salmonella spp. isolates from 
the same study were resistant to tetracycline (20.6%), 

enrofloxacin (20.6%), cephalothin (11.8%), gentamycin 
(8.8%), chloramphenicol (5.9%), and ciprofloxacin 
(2.9 %).

	 In the 2020-2021 investigation, 54.5% of the 
Salmonella spp. isolates tested positive for tetracycline 
resistance, while 40.9% and 27.2% tested positive for 
ampicillin and nalidixic acid resistance, respectively. 
Antimicrobials such as amikacin, amoxicillin-clavulanic 
acid, cefotaxime, ceftazidine, chloramphenicol, 
gentamycin, and trimethoprim-sulphonamide were 
effective against more than 90% of the Salmonella spp. 
isolated during this study.

 

The proportion of Salmonella isolates recovered with tetracycline resistance during the 2020-

2021 study is significantly higher (p = 0.01) than in the previous study. Furthermore, the 

proportion of Salmonella isolated in the 2020-2021 study with streptomycin resistance was 

significantly lower (p = 0.01) than in the previous study. 

 

Figure 4: Antimicrobial resistance observed in chicken meat contaminant Salmonella 

isolates from the 2010-2011 study and the 2020-2021 study. 

Geographic areas with the highest number of resistant isolates were identified based on the 

assumption that these farm shops receive birds for slaughter or carcasses for sale from the 

same DSD. Tables 3 and 4 show the percentage of E. coli and Salmonella isolates that 

Figure 4:	 Antimicrobial resistance observed in chicken meat contaminant Salmonella spp. isolates from the 2010-2011 
study and the 2020-2021 study.
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The proportion of Salmonella spp. isolates recovered 
with tetracycline resistance during the 2020-2021 
study is significantly higher (p = 0.01) than in the previous 
study. Furthermore, the proportion of Salmonella spp. 
isolated in the 2020-2021 study with streptomycin 
resistance was significantly lower (p = 0.01) than in the 
previous study.

	 Geographic areas with the highest number of resistant 
isolates were identified based on the assumption that 
these farm shops receive birds for slaughter or carcasses 
for sale from the same DSD. Tables 3 and 4 show the 
percentage of E. coli and Salmonella spp. isolates that 
showed resistance to the selected panel of antimicrobials 
by DSDs in the 2010-2011 study and the 2020-2021 
study, respectively.

	 In the 2010-2011 study, more than 50% of the E. 
coli isolates from the Akurana, Harispattuwa, and 
Pasbagekorale DSDs were resistant to 8/10 of the 
antimicrobials tested. Furthermore, over 50% of the 
E. coli isolates from Pathahewaheta and Kundasale were 

resistant to 7/10 antimicrobials tested, while more than 
50% of the E. coli isolates from the Gangawatakorale, 
Udapalatha, and Yatinuwara DSDs were resistant to 6/10 
antimicrobials in the panel. Salmonella spp. isolates from 
the same study were mostly susceptible to the majority 
of antimicrobials tested. However more than half of 
the Salmonella spp. isolates from Akurana DSDs were 
reported to be resistant to 5/10 antimicrobials used in the 
study.

	 During the 2020-2021 investigation, more than 
half of the E. coli isolated from the Madadumbara and 
Pathahewaheta DSDs were resistant to 8/12 and 6/12 
antimicrobials tested, respectively. Furthermore, more 
than half of the Salmonella spp. isolated from the 
Akurana DSD were resistant to 6/12 of the antimicrobials 
tested.

Multidrug resistance (MDR) 

Fifty-six E. coli isolates (77.8%) from the 2010-2011 
investigation met the MDR criteria (see Figure 5). 

Figure 5:	 Numbers of chicken meat contaminant E. coli with multiple drug resistance in the 2010-2011 study and 
the 2020-2021 study.

 

 

Figure 5: Numbers of chicken meat contaminant E. coli with multiple drug resistance in 

the 2010-2011 study and the 2020-2021 study. 

When the two studies are compared, there is a significant reduction (p = 0.00) in the 

proportions of MDR E. coli isolates in the 2020-2021 study compared to the previous one. 

Even though the proportion of MDR Salmonella detected in the 2020-2021 study was lower 

than in the previous study, the difference was not statistically significant. 

2. Discussion  

Food-borne illnesses in Sri Lanka have historically received less research attention compared 

to other infectious diseases (Sandipani et al., 2020). There is either no or very limited 

epidemiological data on animal-origin foodborne pathogens and their antimicrobial resistance 

profiles. In such a context, this study reveals the potential risk of acquiring AMR E. coli and 

Salmonella through consumption of contaminated chicken meat sold at small scale farm 

shops, as well as trends in AMR profiles following a decade. 
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In particular, 13 isolates (18%) were resistant to five 
antimicrobials, while 15 (20.8%) were resistant to 
all six antimicrobials tested in this study. Resistance 
to seven and eight antimicrobials was found in nine 
(12.5%) and 13 (18%) E. coli isolates, respectively. 
Furthermore, six E. coli isolates (8.3%) were resistant 
to 9/10 antimicrobials in the panel. Only five (14.7%) 
of the Salmonella spp. isolates studied in 2010 - 2011 
had MDR profiles. Salmonella spp. isolates were twice 
as susceptible to all antimicrobials tested (10 isolates, 
29.4%).

	 Only seven E. coli  isolates (26.9%) from the 2020-2021 
investigation were identified as MDR isolates (Figure 5). 
One (3.8%) was resistant to 8/12 antimicrobials tested, 
while two (7.7%) were resistant to 7/12 antimicrobials in 
the panel. Another E. coli isolate (3.8%) was resistant to 
6/12 antimicrobials tested, while the remainder (11.5%) 
was resistant to 5/12 antimicrobials tested. Only one 
Salmonella spp. isolate (4.5%) from Akurana DSD 
showed MRD during the same investigation, and this 
isolate was resistant to 5/12 antimicrobials tested in the 
study.

	 When the two studies are compared, there is a 
significant reduction (p = 0.00) in the proportions of 
MDR E. coli isolates in the 2020-2021 study compared 
to the previous one. Even though the proportion of MDR 
Salmonella spp. detected in the 2020-2021 study was 
lower than in the previous study, the difference was not 
statistically significant.

	 Food-borne illnesses in Sri Lanka have historically 
received less research attention compared to other 
infectious diseases (Sandipani et al., 2020). There is 
either no or very limited epidemiological data on animal-
origin foodborne pathogens and their antimicrobial 
resistance profiles. In such a context, this study reveals the 
potential risk of acquiring AMR E. coli and Salmonella 
spp. through consumption of contaminated chicken meat 
sold at small scale farm shops, as well as trends in AMR 
profiles following a decade.

	 The number of farm shops operating in each 
population centre in Kandy district was greater than we 
anticipated; however, the operational hygiene of all farm 
shops is substandard as the following unsanitary practices 
were observed: the same person issuing all available 
animal products with bare hands, repetitive freezing 
and thawing of meat, the lack of a functional cooler, fly 
access to meat, and visually unclean meat. All of these 
unsanitary practices have been shown to promote food-

borne bacteria contamination, multiplication, and spread. 
For instance, Todd et al. (2009) clearly demonstrated 
how workers contributed to the spread of E. coli and 
Salmonella spp. through unsanitary meat handling. 
According to Mohammed et al. (2021), repeated freezing 
and thawing increases microbial counts in chicken 
meat (Mohammed et al., 2021). Casanova et al. (2021) 
demonstrated the importance of maintaining a cold chain 
for poultry meat in order to reduce the multiplication of 
foodborne bacteria. According to Barreiro et al. (2013), 
flies can transmit foodborne pathogens along with 
their associated toxin or resistance, and bacteria in the 
enterobacteriacea group are the most common pathogen 
transmitted by flies.

	 Substandard slaughtering and handling hygiene in 
meat retail shops has been reported in many developing 
countries, including India (Balakrishnan et al., 2018; 
Vaidya et al., 2016), Pakistan (Mallhi et al., 2019; Zakki 
et al., 2017), Bangladesh (Uddin et al., 2019) and Nepal 
(Bantawa et al., 2018; Khanal & Poudel, 2017). One 
major reason for this poor operational hygiene is the 
willingness of consumers with low to medium incomes 
to buy these meats despite their sanitary status. These 
customers appear to prefer low-cost fresh meat over 
expensive branded frozen meat. As a result, retailers 
believe that it is unnecessary to invest in additional 
labour and money to upgrade their outlets because it 
has no effect on demand. Other possible explanations 
include lack of resources, lack of awareness on food-
borne pathogens, and false sense of security about the 
cooking method etc. Therefore, identifying these issues 
and enacting the necessary regulations to ensure food 
safety is critical at this time (Kurugala, 2022)

	 According to the current study, E. coli contamination 
of chicken meat sold in these stores has decreased 
significantly over the past 10 years. However, because the 
sample size in the second investigation is smaller than in 
the first, it should be interpreted with caution. According 
to recent research, E. coli contamination of chicken 
meat was 4.8% in Nepal (Shrestha et al., 2017), 43.5% 
in Pakistan (Zainab et al., 2022), 85% in Bangladesh 
(Islam et al., 2018), and 91% in India (Hussain et al., 
2017). E. coli is a marker of faecal contamination (Ekici 
& Dümen, 2019), and therefore cross contamination 
during evisceration or handling, or due to fly sitting, 
may have contributed to the high E. coli contamination. 
E. coli detection in meat is of little value, and most food 
standards recommend enumeration of E. coli to ensure 
that the numbers are within acceptable limits. However, 
contamination of chicken meat with AMR/MDR E. coli 
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or E. coli pathotypes (diarrheogenic E. coli, ExPEC or 
APEC that becomes ExPEC later in life) has always been 
a serious concern (Díaz-Jiménez et al., 2021; Rahman et 
al., 2020; Seo & Lee, 2018).

	 In both studies reported here, E. coli isolates had 
a higher level of AMR than Salmonella spp. isolates. 
Tetracycline resistance has increased significantly over 
the years, and in both studies, more than 60% of the 
isolates were ampicillin resistant. Differences in the 
antimicrobial panel used in the two studies made a fair 
comparison difficult, however the observed trends are 
consistent with a previous study conducted in Sri Lanka 
(Kulasooriya et al., 2019). Even studies from other 
South Asian regions report markedly high resistance in 
E. coli for tetracycline (Hussain et al., 2017; Islam et al., 
2018; Zainab et al., 2022) and ampicillin (Islam et al., 
2018; Shrestha et al., 2017). The first study disclosed 
77.8 % MDR E. coli isolates as contaminants, while 
the second study revealed it as 26.9%. This significant 
reduction in MDR could be attributed to the difference 
of the antimicrobial disks used in each study. If the same 
antimicrobial panel was tested in each of these studies, 
the results could have been different. Despite the fact 
that the criterion for defining MDR has been different in 
this study, 100% MDR E. coli have been found in recent 
investigations in Bangladesh (Parvin et al., 2020) and 
Pakistan (Zainab et al., 2022). Further, the most recent 
percentages of MDR E. coli in contaminated chicken 
meat in India and Nepal have been 80% and 68%, 
respectively (Hussain et al., 2017; Shrestha et al., 2017). 
This highlights the potential risk of acquiring MDR 
E. coli from chicken meat. Therefore, urgent action is 
required, particularly in developing countries, to reduce 
contamination and acquisition of foodborne MDR E. coli 
via chicken meat.

	 The first study found 47.2% Salmonella spp. 
contamination in chicken meat, while the second study 
found a statistically insignificant increase (59.45%) in 
the Salmonella spp. contamination. Both studies showed 
higher Salmonella spp. contamination than values 
previously reported in Sri Lanka (8.9% and 11.6%) 
Jayaweera et al. (2020). According to Jayaweera et al. 
(2021), the majority of these contaminated chicken meats 
harbour a number of virulence related pathogenicity 
islands. Given that the prevalence of Salmonella spp. 
in broiler birds in Sri Lanka is 9% (Kottawatta et al., 
2014), spilled gut content may not be the only source 
of contamination. According to Alwis et al. (2014), 
meat contact surfaces and utensils in Sri Lankan retail 
shops are highly contaminated with Salmonella spp.. 

Because unsanitary conditions promote Salmonella 
spp. colonization and biofilm formation (Merino et al., 
2019), not only careless evisceration but also operational 
hygiene appear to have a significant impact on Salmonella 
contamination of meat. Salmonella contamination in 
chicken meat has been reported to be 70%, 40%, 33%, 
and 26.2% in Bangladesh (Islam et al., 2018), India 
(Sharma et al., 2019), Pakistan (Samad et al., 2018), and 
Nepal (Shrestha et al., 2017), respectively.

	 Salmonella spp. isolates recovered from both studies 
were susceptible to the majority of antimicrobials 
tested, which is consistent with Jayaweera et al., (2020). 
However, 58% of the Salmonella spp. in the first study 
were resistant to neomycin, while 54% of the Salmonella 
spp. in the second study were resistant to tetracycline. 
According to recent regional reports, tetracycline 
resistance among Salmonella spp. isolates recovered 
from chicken meat is 85.7% in Bangladesh and 100% in 
India (Islam et al., 2018; Sharma et al., 2019). Salmonella 
spp. isolates with MDR profiles were 14.7% in 2010-
2011 and 4.5% in 2020-2021 studies, respectively. These 
MDR Salmonella spp. percentages are lower than the 
MDR Salmonella spp. percentages isolated from chicken 
meat in Nepal (85.2%) and India (100%) (Sharma et al., 
2019; Shrestha et al., 2017). Nonetheless, it should be 
noted that the criteria used to define MDR differ among 
studies.

	 The AMR E. coli and Salmonella spp. isolates from 
these two studies did not show any prominent spatial 
clustering. The spatial variation in AMR profiles is 
attributed to the level of antimicrobials used within a 
region, the number of farms located in each region, the 
degree of environmental contamination with resistant 
bacteria, the extent of husbandry/other practices 
favouring resistance dissemination and socio-economic 
factors, etc. (Galvin et al., 2013). 

	 The findings of this study underscore the significant 
risk of harvest and post-harvest cross-contamination of 
chicken meat sold at small-scale farm shops in Kandy 
district, as well as the persistent risk of consumers being 
exposed to AMR E. coli and Salmonella spp.. This 
situation highlights the urgent need for interventions 
to limit the emergence and spread of MDR bacteria in 
animal-origin food products in Sri Lanka. Establishing 
a national surveillance system to monitor antimicrobial 
usage in food animals and detect emerging antimicrobial 
resistance in bacteria from these animals is crucial. 
Additionally, promoting antimicrobial stewardship 
among veterinarians is essential.
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It is also important to mandate the registration of meat 
retail shops with relevant authorities to ensure traceability 
in the event of a FI outbreak. Implementing a regular 
quality monitoring and grading system for meat retail 
shops is necessary. Moreover, awareness programmes 
targeting both retailers and consumers should be 
conducted to reduce cross-contamination and the spread 
of AMR foodborne pathogens.

Conclusion

Chicken meat sold in small-scale shops in Kandy district 
is frequently contaminated with E. coli and Salmonella 
spp.. Although E. coli contamination has decreased 
over the past decade, Salmonella spp. colonization 
in meat has increased. Antimicrobial resistance and 
multidrug resistance are prevalent among E. coli isolates 
contaminating chicken meat, with a higher frequency 
compared to Salmonella spp.. Resistance to tetracycline 
is commonly observed in both E. coli and Salmonella 
spp. found in chicken meat. These findings highlight the 
urgent need to implement measures to reduce bacterial 
contamination in chicken meat and to address the rise of 
antimicrobial resistance in farming environments.
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Abstract: Cryptography involves the exploration of methods 
for safeguarding sensitive information. In this pursuit, graph-
theoretic approaches play a significant role. Graph labeling, a 
key aspect of this, assigns labels or values to vertices and edges 
within a graph, serving as a means to encode information. 
It is instrumental in designing cryptographic protocols 
centered around graph-based structures. The sheer variety of 
labeling methods makes it challenging to discern the specific 
technique employed and distinguish between the graphs used 
for encryption. Notably, in 2020, Giridaran utilized super 
magic labeling as an encryption technique. Building upon this 
foundation, our present cryptographic scheme leverages graphs 
with snake vertex labeling to symmetrically encrypt plaintext. 
This encryption process harnesses the inherent randomness 
within super magic covering wheel graphs of odd order, in 
tandem with an advanced shift cipher. In this scheme, both the 
sender and receiver possess a secret key pair (k,l), carefully 
selected for the task at hand. The encryption process employs 
an odd number k, representing the sides of a cyclic graph 
(polygon), while l is chosen to preserve the symmetries of 
consecutive snake graphs. The use of graph labeling proves to be 
an effective tool in the creation of flexible, efficient, and secure 
cryptographic protocols. Our protocol, tailored for encryption, 
ensures a high level of security by capitalizing on the intrinsic 
structure and the stochastic nature of graph labeling. Through 
the careful selection of the labeling scheme, we have devised 
a protocol that remains resilient against a range of potential 
attacks, including impersonation and replay attacks.

Keywords: Shift cipher, snake vertex labeling, supermagic 
covering, wheel graph.

INTRODUCTION

Today, information security stands as a paramount 
concern, encompassing a spectrum of tools and 
methodologies designed to safeguard sensitive data. 
Cryptography, the field dedicated to the development 
of techniques for ensuring information security, plays a 
pivotal role in this endeavor. Among the mathematical 
tools used in implementing cryptographic schemes, 
graph theoretical concepts are prominent.

	 To state a couple of related results in literature, in 
2014, Al Etaiwi (2014) presented an encryption algorithm 
using spanning trees and in 2020, Giridaran (2020) used 
super magic labeling in encryption which is the base for 
the present study. 

	 In the present cryptographic scheme, we use graphs 
with snake vertex labeling to encrypt a plaintext 
symmetrically (symmetric encryption means using 
one key to encrypt and decrypt the message) using the 
randomness of the distribution of super magic covering 
of wheel graphs of odd order. The sender and the receiver 
hold the secret key pair (k,l) which has been chosen 
appropriately; k is the number of sides of a cyclic graph 
(polygon) and l is chosen to preserve the symmetries 
of numbers labeled on vertices of consecutive snake 
graphs.



436		  PGRS Ranasinghe et al.

December 2024	 Journal of the National Science Foundation of Sri Lanka 52(4)

METHODOLOGY

First, we shall provide some graph theoretic terminologies 
in relation to our cryptographic scheme.

Definition 1. A snake graph  is the fusion of  
number of -cycles, , such that, for , a 
shared vertex called the vertebrae, denoted , results 
from the fusion where a minimal path of length  joins 

 and .

	 The points of fusion, denoted , are the internal 
vertebrae of the snake, . Additionally, the 
vertebra  is a vertex in the first cycle that has a path of 

 edges between it and , while the vertebra  is a 
vertex in the  cycle that has a path of  edges between 
it and .

	 A minimal path of length  from  to  is 
called the spine. The vertices along the spine which 
are not shared between two cycles are referred to as 

, where  refers to the cycle to which the spine vertex 
belongs and  refers to the distance between  and . 
For all snakes,  and .

	 The path of  edges from  to  that 
does not contain any vertices on the spine is called the 
belly of the snake graph. The vertices along the belly not 
shared between two cycles are referred to as , where  
refers to the cycle to which the belly vertex belongs and  
specifies the distance between  and . For all snakes, 

 and .

. For any vertex  in  such 
that , , and ,

 

 

 

Figure 1. A snake graph with 3 cyclic graphs of 5 vertices 
 
 

 

 

  

                        

                     Figure 2. Cyclic snake labeling of a snake graph. 

 
 
 
 
 
 
 
 
 

 
Figure 3. Snake graph with vertices labeled using ASCII representations. 
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Figure 1:	 A snake graph with 3 cyclic graphs of 5 vertices

Definition 2. The assignment of integers to the vertices, 
edges, or both based on some condition is known as 
graph labeling.

Definition 3. A cyclic snake labeling is 
defined by the following bijective mapping 

Definition 4. A wheel graph  of order  is a graph 
that contains a cycle of order  and for which every 
graph vertex in the cycle is connected to one other graph 
vertex.

Definition 5. The process of assigning labels to the edges 
of  such that the sum over the edges incident with any 
vertex is the same, independent of the choice of vertex is 
known as magic labeling.

	 In magic labeling, if the labels assigned are the first 
 positive integers, where  is the number of edges in 

the graph, then such a labelling is called supermagic 
labeling.

Definition 6. Let  be a finite simple graph. An 
edge-covering of  is a family of subgraphs  
such that each edge of  belongs to at least one of the 
subgraphs , . Then it is said that  admits an 

 (edge) covering. If every  is isomorphic to 
a given graph , then  admits an -covering.

	 Suppose that  admits 
an -covering. A bijective function 

, is an -magic labeling 
of  whenever, for every subgraph  of  
isomorphic to ,  is 
constant. In this case, we say that the graph  is -magic. 
If , then  is said to be -supermagic. 
The constant value that every copy of  takes under the 
labeling  is denoted by  in the magic case and by 

 in the super magic case [2].

Figure 2:	 Cyclic snake labeling of a snake graph.
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In the present cryptographic scheme, we use graphs with 
snake vertex labeling to encrypt a plaintext symmetrically 
using the randomness of the distribution of super magic 
labeling of wheel graphs of odd order. Both the sender 
and the receiver hold the secret key , where  is the 
number of sides of a cyclic graph (polygon) and  is 
chosen to preserve the symmetries of consecutive snake 
graphs.

RESULTS AND DISCUSSION

Encryption and decryption algorithms are stated below 
along with an example.

Encryption algorithm with an illustration

For example, suppose we want to encrypt the plaintext 
, with  number of characters.

Step 1. The secret key pair  is chosen appropriately. 
We choose positive integers  
such that , thus, we get 

. We can 
construct a snake graph with  cyclic graphs of 

 vertices.

Step 2. We convert each character of  into -digit 
ASCII representations and  is the number of dummy 
characters that are attached to the original message (such 
as spaces). Thus, we get  -digit 
ASCII representations.

Step 3. We assign each ASCII representation to each 
vertex according to the snake graph labeling. ASCII 
representations of each letter in ‘mathematics’ are 

 .

Figure 3:	 Snake graph with vertices labeled using ASCII representations
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Figure 1. A snake graph with 3 cyclic graphs of 5 vertices 
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Figure 4:	 Wheel snake graph labeled using supermagic labeling
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Step 4. We construct a similar cyclic graph, modify it into 
a wheel graph, and label it with -supermagic labeling. 
In this step we assign the value  to the connecting 
vertex of the first cycle of the snake graph and the next 
cycle is constructed as the mirror graph of the previous 
one.

Step 5. We consider the two snake graphs in steps 3 
and 4. Each assigned ASCII value is multiplied by the 
corresponding vertex label value and the value assigned 
to an edge between consecutive vertices is added to that. 

The final value (mod 128) is replaced with the original 
vertex in the graph of step 3.

	 For example, consider the first letter ‘m’ of the 
plaintext. ASCII representation of ‘m’ is , the 
corresponding vertex label value is  and the edge label 
value of the edge between the vertex and the consecutive 
vertex is . Therefore, we have to multiply  by  and 
add  under modulo   

. So, we get  as the new vertex label 
value.

Figure 6:	 Snake graph labeled using the encrypted message

 

 

 

 

 

 

Figure 4. Wheel snake graph labeled using supermagic labeling. 

 

 

 

 

 

Figure 6. Snake graph labeled using the encrypted message 

 

 

 

 

 

 

Figure 7. Wheel snake graph with supermagic labeling. 

 

 

 

 

 

 

Figure 4. Wheel snake graph labeled using supermagic labeling. 

 

 

 

 

 

Figure 6. Snake graph labeled using the encrypted message 

 

 

 

 

 

 

Figure 7. Wheel snake graph with supermagic labeling. 

Figure 5:	 Snake graph labeled with newly assigned vertex labels

Step 6. We obtain the characters represented 
by ASCII values as the encrypted message 

.

Decryption algorithm with an illustration

Now, suppose we want to decrypt the encrypted message, 
using the shared secret key pair  is the odd 
number of sides of a cyclic graph, and  is the number 
we consider for symmetries of snake cycle graphs.

Step 1. First, we count the number of characters in the 
encrypted message, and it is the value of . 
Since we know the value for , we use the equation

 to calculate  (number of cycles in 
the snake graph). .

Step 2. Next, we can construct a snake graph with 
 cyclic graphs of  vertices and assign ASCII 

representations of each character in the encrypted 
message consecutively. Let those values be .
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7 Figure 7:	 Wheel snake graph with supermagic labeling

Step 3. We construct a similar cyclic graph into a wheel 
graph and label it with supermagic covering. In this step 
we assign the value  to the connecting vertex of 

the first cycle of the snake graph and the next cycle is 
constructed as the mirror graph of the previous one.

Step 4. We consider the two snake graphs in steps 2 
and 3. We denote each ASCII value in the encrypted 
snake graph as  in the snake cyclic graph of step 2 
and the snake wheel graph of step 3, the edge value 
between two consecutive vertices is  and the previous 
vertex value be  To decrypt the encrypted message, 
we find solutions  for the system of congruences; 

. Here the largest solution for  
 is the ASCII value corresponding to each 

character of the original message.

	 For example, consider the letter ‘A’ of the encrypted 
message. Here,  and . Solving 

 (mod 128) we get  and 
 modulo . Since  is the largest value, it is the 

ASCII value corresponding to the first character of the 
original message.

	 Step 5. Finally, using the ASCII table we can obtain 
characters represented by ASCII values  as the 
original message .

CONCLUSION

The wheel  for   odd, is -supermagic [2]. Hence 
for every odd number , we can choose the appropriate 
key pair  The uniqueness of the labeling of the snake 
wheel graph is preserved by defining a total labeling  of  

 as follows. Set , and for 
, where  is the center 

vertex of a wheel. 

Error handling is essential in cryptographic protocols to 
ensure reliability and security. Our scheme implements 
input validation to prevent processing errors, robust key 
management for secure key generation and renewal, 
and error detection codes to verify data integrity during 
transmission. Additionally, the system is designed 
for graceful degradation, providing informative error 
messages while safeguarding sensitive information.

	 The key parameters in our cryptographic scheme are 
chosen with careful consideration to enhance security and 
performance. An odd number of sides in cyclic graphs 
promotes randomness in labeling, complicating pattern 
recognition for attackers. Snake graphs are utilized for 
their complex interconnections, while super magic 
labeling ensures uniformity and randomness. The shift 
cipher approach offers efficiency and an added layer of 
security through modular arithmetic.

	 Given the wide array of graph labeling methods 
found in literature, the utilization of graphs in 
cryptography is considered secure, primarily due to the 
challenge of identifying the specific labeling technique 
and distinguishing between encrypted graphs. In our 
study, we harnessed the randomness of the supermagic 
covering and a sophisticated shift cipher approach for 
the encryption and decryption of confidential messages. 
As a future direction, we aim to explore the application 
of diverse graph-theoretic techniques to further enhance 
the security of our cryptographic scheme. Some potential 
extensions include investigating other graph labeling 
methods and incorporating additional graph structures. 
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Abstract: The Maxwell distribution is popular in physics, 
chemistry and statistical dynamics. Since the estimators 
obtained using the maximum likelihood method have the desired 
properties of being efficient, consistent, and asymptotically 
normal under regularity conditions, this method is a widely used 
method to estimate the parameters of a probability distribution. 
Although parameter estimates can be obtained using this 
method, the derivatives of the log-likelihood equations, known 
as ML estimation equations, with respect to the parameters do 
not always have clear solutions. Therefore, numerical methods 
are used to solve these equations. Various traditional numerical 
methods for this purpose are well-documented in the literature. 
Additionally, highly powered algorithms with no required 
mathematical assumption that improve the computational 
efficiency like heuristic algorithms can be used to solve these 
equations. In this article, the maximum likelihood method is 
applied to estimate the location and scale parameters of the two 
parameter Maxwell distribution. High-performance heuristic 
algorithms, such as particle swarm optimization and genetic 
algorithms, are used and compared with traditional numerical 
techniques, including Nelder-Mead and Quasi-Newton 
methods. To show the performance of these techniques, an 
extensive Monte Carlo simulation study was conducted to 
compare the efficiencies of maximum likelihood estimators 
of model parameters concerning bias, mean square error, and 
deficiency criteria. Simulation results showed that genetic 
algorithm and particle swarm optimization estimators are more 
efficient than the other traditional algorithms for estimating the 
location and scale parameters for the two-parameter Maxwell 
distribution.

Keywords: Iterative methods, heuristic and traditional 
algorithms, maximum likelihood, Monte Carlo simulation, 
two-parameter Maxwell distribution.

INTRODUCTION

The Maxwell distribution is widely used in many 
scientific fields, including physics, chemistry, and 
statistical mechanics. This distribution is an appropriate 
alternative for modelling lifetime data such as flood 
levels, wind speeds, or failure rates in various application 
areas like engineering, environment, finance, insurance, 
and medical science (Pasha et al. 2006; Krishna & Malik, 
2012; Hernandez, 2017; Prataviera et al., 2020; Omar 
et al. 2021;). James Maxwell proposed the Maxwell 
distribution (Maxwell, 1860; Maxwell, 1867). It was 
first used for modelling lifetime data in 1989 (Tyagi & 
Bhattacharya, 1989a; Tyagi & Bhattacharya, 1989b). 
They used Bayes estimation method to estimate the scale 
parameter for the Maxwell distribution.  

	 The Maxwell distribution is considered as a special 
case of the generalized Rayleigh distribution (Pham-Gia, 
1994). In 1998, the Gamma distribution was transformed 
into the Maxwell distribution, and its scale parameter was 
estimated by classical and Bayesian methods (Chaturvedi 
& Rani, 1998). It is also considered a special case of the 
generalized Weibull distribution (Al-Mutairi & Agarwal, 
1999). The parameter of the Maxwell distribution is 
estimated by the Bayesian method using the modified 
linear exponential loss function (MLINEX) (Podder & 
Roy, 2003). The maximum likelihood (ML) estimator, 
Bayesian estimator, and empirical Bayesian estimator 
of the Maxwell distribution derived and compared in 
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terms of efficiency using Monte Carlo simulation study 
(Bekker & Roux, 2005). The reliability properties of the 
Maxwell-Boltzmann distribution under type II censored 
data were estimated by using the Bayesian and maximum 
likelihood methods, and the efficiencies of the estimates 
generated by these estimation methods were compared 
by performing a Monte Carlo simulation study (Krishna 
& Malik, 2009). The relationship between ML, moments 
(MOM) estimators, and the variance of Maxwell 
distribution is reviewed with theoretical steps. Also, 
for quadratic loss functions, the minmax (minimax) 
estimator of the Maxwell distribution is determined using 
the Lehmann theorem, and the estimators are compared.  
(Dey and Maiti, 2010). ML estimator and variance-
covariance matrix are found for the Maxwell distribution 
under type 1 censoring data (Kasmi et al., 2011). In 2013, 
Al-Baldawi also made another comparison between 
some Bayesian estimators using uninformative priors 
under two different loss functions and ML estimators 
for the scale parameter of the Maxwell distribution 
(Al-Baldawi, 2013). Rasheed and Khalifa (2016) used 
the Bayesian estimation method with a quadratic loss 
function to estimate the scale parameter of the Maxwell 
distribution. Many different data sets collected from 
the literature in 2016 were analyzed using the Maxwell 
distribution (Hossain & Huerta, 2016). Li used Minmax, 
Bayes, and ML methods to estimate the scale parameter 
of the Maxwell-Boltzmann distribution (Li, 2016).

	 In practice, distributions with only one parameter are 
limited and hard to fit, so it is better for data analysis 
to expand the family of distributions by adding an 
extra parameter using various techniques to give more 
flexibility (Dey et al., 2016). 

	 The extension of the Maxwell distribution by adding 
the location parameter provides a new, extended and more 
flexible type of distribution known as the two-parameter 
Maxwell distribution. Dey et al. (2016) extended 
this distribution and estimated the location and scale 
parameters using both classical and Bayesian methods. A 
new method based on algebraic approximation is used to 
correct the bias of ML estimator bias for the location and 
scale parameters of the Maxwell distribution (Maghami 
& Bahrami, 2020). Arslan et al. (2021) obtained the 
location and scale parameters of the Maxwell distribution 
using the modified maximum likelihood (MML) method 
along with other statistical methods for both complete and 
censored samples, they then compared the performance 
of the MML estimators with the ML, LS and MOM 
estimators through a Monte Carlo simulation study. 

Chowdhury (2022) constructed statistical confidence 
intervals for the two-parameter Maxwell distribution with 
ML, MOM and MML methods and the study shows that 
statistical confidence intervals based on ML estimators 
offer little improvement over other interval estimators 
when sample sizes are small.

	 Among these estimation methods, the ML method 
is widely used in many studies due to its well-known 
asymptotic properties such as asymptotic unbiasedness, 
consistency, efficiency, etc. It is known that ML is an 
estimation process based on maximizing the likelihood 
function for the concerned parameters. However, in 
some cases, the maximum likelihood equations do not 
have explicit solutions due to their nonlinear functions. 
In such cases, iterative algorithms can be utilized to the 
results. 

	 The key objective of this study is to demonstrate 
the two-parameter Maxwell distribution’s relevance 
in numerous scientific domains and to estimate the 
location and scale parameters of this distribution. The 
main problem addressed in this work is the absence 
of an explicit solution to the likelihood equations for 
this distribution. To address this, iterative numerical 
methods, using both heuristic and traditional algorithms, 
are applied to obtain maximum likelihood estimators.

	 As it is also seen in the literature, ML estimators can 
be obtained numerically by using the Newton-Raphson 
(NR) algorithm to solve the equation systems formed by 
the partial derivatives of the likelihood function. The main 
limitation of this algorithm is its reliance on gradient-
based search methods (Martinez, 2000). To address this 
issue, well-known heuristic algorithms such as Genetic 
Algorithms (GA) and Particle Swarm Optimization 
(PSO) are often employed. Additionally, other efficient 
traditional algorithms, including Nelder-Mead (NM) 
and Quasi-Newton (QN), are also used. Even though the 
traditional numerical techniques are widely used, they 
often face challenges such as convergence issues, low 
computational efficiency, and high costs when applied 
to non-linear equations. (Chen et al., 2023). Iterative 
methods, while an alternative, can also encounter several 
issues: (i) failure to converge, (ii) slow convergence, and 
(iii) convergence to an incorrect root (Barnett, 1966; 
Puthenpura and Sinha, 1986; Vaughan, 1992). In order 
to show the high performance of heuristic algorithm 
estimators, an extensive Monte Carlo simulation study 
was carried out to compare the ML estimators of GA and 
PSO with the other ML estimators for NM and QN. 



Maximum likelihood estimation for the two-parameter Maxwell distribution		  443

Journal of the National Science Foundation of Sri Lanka 52(4)	 December 2024

The parameters of various statistical distributions and 
models, including Weibull, skewed normal, Nakagami, 
EMLOG, and others, were estimated using the maximum 
likelihood (ML) method, implemented with genetic 
algorithms (GA) and/or particle swarm optimization 
(PSO). (Yalçınkaya et al., 2018; Karakoca & Pekgör, 
2019; Faouri & Kasap, 2023; Kasap & Faouri, 2024). 
To the best of our knowledge, this study is considered 
the first to obtain the ML estimators for the location 
and scale parameters of the two-parameter Maxwell 
distribution by using the heuristic algorithms. The rest 
of the article is organized as follows: In the section 
Materials and Methods section, the two-parameter 
Maxwell distribution and its properties are presented. 
Parameter estimation methodology via heuristic and the 
other traditional numerical techniques is introduced. In 
the results and discusion, the Monte Carlo simulation 
study is presented. Two real-life dataset are implemented 
as an application of this distribution. In the final section, 
the conclusion of this work is presented.

MATERIALS AND METHODS

Two-parameter Maxwell distribution

Maxwell distribution can be used to describe the 
distribution of gas molecules with respect to their speed 
distributions and relate them to the temperature (Atkins 
and De Paula, 2011). The probability density function 
(pdf) of the Maxwell distribution is given by:

	
		  ...(1)

Where,

T : The temperature of the gas in kelvin
K : The constant value in J/K is 1.380649×10−23, 
in J/K, which is considered as the proportionality factor 
that establishes a relationship between the average relative 
thermal energy of a gas’s particles and its thermodynamic 
temperature. 
m : The molecule’s weight in kg/mol
v : The speed of molecule

	 The Maxwell distribution of speeds and its variation 
with temperature are given in Figure 1.

When the re-parameterization  is applied 
and location parameter μ is added to equation (1), 

the resulting distribution is called the two-parameter 
Maxwell distribution.

	 Let X be a random variable that follows a two-
parameter Maxwell distribution with parameters μ and σ 
then the probability density function (pdf) is:
	

      	
        	
		  ...(2)
where, 

μ: location parameter and σ: scale parameters

The corresponding cumulative distribution function (cdf) 
of this distribution is:

   	
	 ...(3)
 

The mean and variance of the random variable X are 
given by: 

	 ...(4)

          ...(5) 

 

  

25 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

        Fig 1. Maxwell distribution of speeds and          
                  and its variation with temperature. 

 
 
 

 
            
 
      Fig 2. Maxwell distribution for certain values of . 
 
 

 

Figure 1:	 Maxwell distribution of speeds and its variation with tem-
perature.
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Iterative techniques PSO, GA, NM, and QN are briefly 
introduced in the following subsections. 

Particles swarm optimization (PSO)

PSO is a population-based heuristic optimization 
technique developed from swarm intelligence and 
derived from the manual behaviour of bird flocks. It was 
proposed for the first time in 1995 (Kennedy & Eberhart, 
1995). It is also known as an evolutionary self-adaptive 
search technique. Practically, it is preferred to be used for 
continuous optimization problems (Kachitvichyanukul, 
2012). In this method, each solution is called a particle, 
and for any set of solutions, is called a population. 
It can be used in many fields because of its easy 
implementation, high precision, and fast convergence. 
The main advantage of PSO is that it can avoid the 
solution from being trapped in local optima and help to 
reach the global optimum or very close to it by searching 
at different points and different regions of the search 
space (Salehizadeh et al., 2009). Each solution (particle) 
consists of a set of parameters and represents a point 
in multi-dimensional space. The basic idea of the PSO 
method can be summarized as a process of continuously 
moving a swarm of particles in a specific search space 
concerning certain formulas until finally reaching the 
optimal solution (Júnior et al., 2020). PSO flowchart 
is shown in figure 3. For the PSO algorithm steps, see 
Júnior et al., 2020; Ren et al., 2014; Ab Talib and Mat 
Darus, 2017.

Genetic algorithm (GA)

GA is the first heuristic random optimization search 
technique that is inspired by biological evolution 
operating under natural selection (Whitley, 1994). Like 
PSO, it is an evolutionary self-adaptive method and 
it’s useful in finding approximately the best solution 
in optimization problems, especially in discrete 
optimization (Kachitvichyanukul, 2012). It was first 
presented by John Holland in the early 1960s (Holland, 
1975) and was greatly improved by his student Golberg 
later on (Golberg, 1989). In GA, each candidate solution 
represents a chromosome and each set of solutions 
(chromosomes) represents a population. The LL function 
represents the fitness value for each chromosome in 
the population, and in every iteration, the fitness value 
is calculated and evaluated. During the iteration, a 
certain modification process is applied according to the 
mechanism of biological evolution to reach the optimal 
solution at the end. GA flow chart is shown in figure 4; 
for more details of GA algorithm steps, see (Yalçınkaya 
et al., 2018).

Maximum likelihood estimation

The maximum likelihood estimates are the values that 
maximize the likelihood function (Miura, 2011). The 
log-likelihood function (LL) for estimating the unknown 
parameters μ and σ for the μ two-parameter Maxwell 
distribution is given μ the follows: 

𝐿𝐿 𝐿𝐿 = 𝑛𝑛𝑛𝑛𝑛𝑛 �
4

𝜎𝜎𝜎𝜎�1
2� �

� + 2 � �
𝑥𝑥 − 𝜇𝜇

𝜎𝜎
�

�

���

−  � �
𝑥𝑥 − 𝜇𝜇

𝜎𝜎
�

�
 

�

���

  

 

𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

=  
−2
𝜎𝜎

 � �
1

𝑥𝑥� − 𝜇𝜇
�

�

���

+ 
2
𝜎𝜎

 � �
𝑥𝑥� − 𝜇𝜇

𝜎𝜎
�

�

���

= 0  

 

𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

=
𝑛𝑛
𝜎𝜎

 − 
2
𝜎𝜎

 �(𝑥𝑥� − 𝜇𝜇)
�

���

+  
2
𝜎𝜎

 � �
𝑥𝑥� − 𝜇𝜇

𝜎𝜎
�

��

���

= 0  

 

 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀� 𝜃𝜃�� = ∑ ���
�
�
�

 

 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵�𝜃𝜃�� = 𝐸𝐸�𝜃𝜃�� −  𝜃𝜃  

  

𝑀𝑀𝑀𝑀𝑀𝑀�𝜃𝜃�� = 𝑉𝑉𝑉𝑉𝑉𝑉�𝜃𝜃�� + �𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵�𝜃𝜃���
�

 

 

 𝑉𝑉𝑉𝑉𝑉𝑉�𝜃𝜃��  =  �
���

∑ �𝜃𝜃�� − 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝜃𝜃����
���  

 

 𝑆𝑆𝑆𝑆�𝜃𝜃�� =  �𝑉𝑉𝑉𝑉𝑉𝑉�𝜃𝜃��  

 𝐷𝐷𝐷𝐷𝐷𝐷(𝜇̂𝜇 , 𝜎𝜎�) =  𝑀𝑀𝑀𝑀𝑀𝑀(𝜇̂𝜇) + 𝑀𝑀𝑀𝑀𝑀𝑀(𝜎𝜎�) 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼������ 𝜃𝜃�� =
∑ 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼� 𝜃𝜃���

�
�

𝑛𝑛
 

 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇�������� 𝜃𝜃�� =
∑ 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇� 𝜃𝜃���

�
�

𝑛𝑛
 

		

		  ...(6)

The normal equations for estimating the location 
parameter μ and the scale parameter σ are shown as 
below:
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respectively

These normal equations are taken from the partial 
derivative of the LL function for the parameter of 
interest. Then these equations are equated to zero to 
find the solutions which represent the resulting ML 
estimate values of μ and σ. As shown in the normal 
equations (7) and (8), the functions are nonlinear, and an 
explicit solution for the likelihood equations cannot be 
determined. Therefore, we need iterative techniques to 
find the solutions and to obtain ML estimators of μ and σ. 

Figure 2:	 Two-parameter Maxwell distribution for certain values of σ 
μ = 0.
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Nelder mead (NM)

The NM simplex algorithm is a popular deterministic 
direct search method, commonly used in n-dimensional 
space for finding a local minimum of the objective 
function in optimization problems. It was devised by John 
Nelder and Roger Mead in 1965 (Júnior et al., 2020). 
This simplex method denotes a convex hull geometric 
figure for n-dimensional problems with n+1 vertices, so 
for two-dimensional problems, the simplex is a triangle 
with three vertices. The pattern search method of this 
algorithm is based on ordering the vertices according to 
their fitness values, with the highest value considered 
as the worst and replaced with the newly generated 
vertex, forming a new simplex. This search process is 
repeated, making a sequence of generated simplexes with 
different shapes and sizes pass through the main four 
operations until finally reaching the optimal minimum 
(or maximum). In this study, the function that needs to 
be minimized is:

In the implementation of the NM algorithm method, 
the main four operations are reflection, expansion, 
contraction, and shrink. Their coefficients are taken 
as ,  ,   and  
respectively, in the literature. For the NM algorithm steps 
(Nelder & Mead, 1965; Kucukdeniz & Esnaf, 2018; Gao 
& Han, 2012).

Quasi-Newton (QN) 

The QN algorithm is the most commonly used numerical 
technique for finding solutions to nonlinear unconstrained 
objective functions by using quadratic approximation. 
This method is based on the regular Newton-Raphson 
(NR) method. However, in some situations, NR is difficult 
to apply because in every iteration, a partial derivative 
must be computed and a linear system must be solved, 
which demands extra time and costs (Martınez, 2000). 
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Fig 3. Flow chart of the GA. 
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with other algorithms used in this study.

•	 GA and PSO are considered as the simplest heuristic 
algorithm for programming purposes, and it can be 
easily used for any distribution by implementing the 
log-likelihood as a fitness function of the model in 
the programme. 

•	 The efficiency of GA and PSO as a heuristic-based 
algorithms are better than other traditional algorithms 
used in this study, according to the simulation 
results. 

•	 Having a starting point as an initial value that must 
be close to the optimum solution is critical for 
traditional iterative algorithms such as NM and QN to 

successfully converge at the end. However, in GA and 
PSO, the initial value problem does not exist because 
they do not depend on it for convergence. Instead, 
operation of GA and PSO starts with a set of solutions 
called the population, and it only needs a search space 
that is considered as an interval containing the global 
optimum. It is known that defining an interval that 
includes the solution root is much better than defining 
a single starting guess value. However, according 
to the simulation results for this study model, if the 
starting point for traditional methods is selected very 
carefully to be very close to the solution, it may need 
less time to reach the solution, but even if that is the 
case, the efficiency of the GA and PSO method is 

This fact motivated the development of quasi-Newton by 
Davidon in 1959 (Davidon, 1991). The QN is the same 
as NR concerning twice differentiability of the objective 
function; the initial starting point should be close to the 
true root; and it uses the same search direction. The only 
difference is that for QN, the gradient of the objective 

function is used to estimate the inverse Hessian matrix in 
many different approximation algorithms. More details 
on that can be found in the literature (Broyden, 1967; 
Shanno, 1970; Fletcher & Powell, 1963). For the QN 
algorithm steps, see (Karakoca & Pekgör, 2019).
Advantages of the GA and PSO algorithm in comparison 
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better. 
•	 The GA and PSO methods eliminate the need for 

mathematical assumptions based on differentiability, 
as in the Newton method, and instead relies solely on 
the evaluation of the objective function, demonstrating 
the method’s simplicity. 

•	 The flexibility of the GA and PSO methods allows 
it to be applied to optimization problems with linear 
or nonlinear functions, and it can be identified in the 
discrete, continuous, or mixed search space.

RESULTS AND DISCUSSION

Monte Carlo (MC) simulations study 

In this section, an extensive Monte Carlo (MC) 
simulation study is conducted in which the efficiency of 
the PSO and GA estimators is compared with the NM, 
and QN estimators. All computations are conducted by 
using the following functions: “particleswarm”, “ga”, 
“fminsearch”, and “fminunc” for programming PSO, GA, 
NM, and QN respectively in MATLAB 2021a software. 
The values of the initial conditions for PSO and other 
methods used in this study are considered to be the default 
for the fixed parameters; that is, the inertia weight = max 
{0.1, 1.1}, and the accelerating coefficients c1 = c2 = 
1.49. The maximum iteration number until convergence 
happens is taken to be 400, which is equivalent to the 
number of estimated parameters (two parameters in this 
study) multiplied by 200, and the convergence is achieved 
according to the stopping rule: .

	 Each Monte Carlo (MC) simulation run is executed 
2000 times. The location parameter μ and scale σ are 
considered to be (μ = 0, 1, 2) and (σ = 1, 2) respectively. 
The sample size is taken as small (n = 10, 20, 30), 
moderate (n = 50) and large (n = 100, 250, 500).  The 
search space (SS) is selected for both  and  parameters 
to be [0,5]. NM estimates were obtained by taking the 
starting point values [0.01, 0.01] for all sample sizes, and 
the same starting point can be used for QN for small and 
moderate sample sizes only. However, for large sample 
sizes, this point is not advised, so the point [0.1,0.01] was 
chosen for the QN method to guarantee convergence. The 
resulting estimates for location μ and scale σ parameters 
in the simulations are denoted by  and , respectively. 
The main criteria used to compare between estimators are 
Mean, Bias, Mean Square Error (MSE), and Deficiency 
(Def). Also, the necessary iteration number (Iter) and the 
required time (Time) in seconds to reach the solution for 
every sample have been generated in the simulations for 
all methods. The sum of total estimated values over the 
total number of MC simulation runs (average) is called 

the mean; mathematically it can be expressed as:
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	 where n is the number of MC simulation runs. The 
difference between the expected value of the estimator 
and the true value of the parameter is called Bias. 
Mathematically, it can be expressed as:
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	 ...(10)                 

MSE is one of the main criteria to compare biased 
estimators according to their efficiencies. Any estimator 
with the smallest value of MSE is considered the most 
efficient and the best choice between other estimators, 
mathematically it can be expressed as:

 

𝐿𝐿 𝐿𝐿 = 𝑛𝑛𝑛𝑛𝑛𝑛 �
4

𝜎𝜎𝜎𝜎�1
2� �

� + 2 � �
𝑥𝑥 − 𝜇𝜇

𝜎𝜎
�

�

���

−  � �
𝑥𝑥 − 𝜇𝜇

𝜎𝜎
�

�
 

�

���

  

 

𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

=  
−2
𝜎𝜎

 � �
1

𝑥𝑥� − 𝜇𝜇
�

�

���

+ 
2
𝜎𝜎

 � �
𝑥𝑥� − 𝜇𝜇

𝜎𝜎
�

�

���

= 0  

 

𝜕𝜕𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

=
𝑛𝑛
𝜎𝜎

 − 
2
𝜎𝜎

 �(𝑥𝑥� − 𝜇𝜇)
�

���

+  
2
𝜎𝜎

 � �
𝑥𝑥� − 𝜇𝜇

𝜎𝜎
�

��

���

= 0  

 

 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀� 𝜃𝜃�� = ∑ ���
�
�
�

 

 𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵�𝜃𝜃�� = 𝐸𝐸�𝜃𝜃�� −  𝜃𝜃  

  

𝑀𝑀𝑀𝑀𝑀𝑀�𝜃𝜃�� = 𝑉𝑉𝑉𝑉𝑉𝑉�𝜃𝜃�� + �𝐵𝐵𝐵𝐵𝐵𝐵𝐵𝐵�𝜃𝜃���
�

 

 

 𝑉𝑉𝑉𝑉𝑉𝑉�𝜃𝜃��  =  �
���

∑ �𝜃𝜃�� − 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 𝜃𝜃����
���  

 

 𝑆𝑆𝑆𝑆�𝜃𝜃�� =  �𝑉𝑉𝑉𝑉𝑉𝑉�𝜃𝜃��  

 𝐷𝐷𝐷𝐷𝐷𝐷(𝜇̂𝜇 , 𝜎𝜎�) =  𝑀𝑀𝑀𝑀𝑀𝑀(𝜇̂𝜇) + 𝑀𝑀𝑀𝑀𝑀𝑀(𝜎𝜎�) 

𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼������ 𝜃𝜃�� =
∑ 𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼� 𝜃𝜃���

�
�

𝑛𝑛
 

 

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇�������� 𝜃𝜃�� =
∑ 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇� 𝜃𝜃���

�
�

𝑛𝑛
 

	 ...(11) 
     
	 The variance and Standard Error (SE) of an estimator 
are calculated and expressed mathematically as the 
following equalities:
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and
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respectively,

	 Deficiency is an essential major of the joint efficiency 
of the estimators μ and σ, which is defined as the sum of 
the MSE of the parameter estimators. It can be formulated 
mathematically as: 
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	  Iteration is the process of repeating a step continually 
until convergence occurs. For every method used in this 
study, the total number of iterations required for the 
estimation process for each sample was summed up and 
then divided over the total number of MC simulation 
runs to calculate the average number of iterations. It has 
the following mathematical expression:
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	 To calculate the average amount of time needed to 
estimate the parameters, the total time (measured in 
seconds) needed for each simulation run is added up and 
then divided by the total number of simulation runs.
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	 The resulting simulated values of Mean, Bias, MSE, 
and Def for  and  are shown in Tables (1-5) in appendix 
and the best results are highlighted in bold in these tables. 
The simulation results show that the heuristic algorithms 
have better results among the other traditional algorithms. 
It should be noted that before analyzing the simulation 
results, it was verified that all of the randomly generated 
samples have real roots (exitflag = 1). 

For bias criteria, the results are as follows:

•	 When μ = 0, σ = 1, the smallest value of bias belongs 
to QN for  and  estimators for all sample sizes, 
and the largest values belong to GA for the small and 
moderate sample sizes, but for the large sample size, 
it belongs to NM, as shown in Table 1 in appendix. 

•	 When μ = 1, σ = 1 the smallest value of bias belongs 
to GA for  and  estimators for all sample sizes as 
shown in Table 2 in appendix. 

•	 When μ = 1, σ = 2, the smallest values of bias belong 
PSO for   and  estimators for all sample sizes 
(except when n = 10, 20, the smallest bias values 
belong to NM and GA, respectively), as shown in 
Table 3 in appendix.

•	 When μ = 2 ,  σ = 1, the smallest values of bias belong 
to GA for   and  estimators (except when n= 20, 
the smallest bias values belong to PSO) for all sample 
sizes as shown in Table 4 in appendix.

•	 When μ = 2 , σ = 2, the smallest values of bias belong 
to GA for the  estimator, and the smallest values of 
bias belong to PSO for the  estimator (except when 
n = 20, the smallest bias values belong to PSO) as 
shown in Table 5 in appendix.

The worst bias with the largest values in all cases (except 
when μ = 0, σ = 1) belongs to QN for all sample sizes, 
as shown in Tables 2 - 5 in appendix.

Concerning MSE and Def values for the location 
estimator  and scale estimator ,the results are as 
the follows

•	 When μ = 0, σ = 1 we see that PSO estimators have 
the best values for all sample sizes. The NM estimator 
has the worst values among all other estimators, 
especially at large sample sizes. Also, it’s clear that 
when sample size increases, the MSE values of GA 
improve to be slightly better than QN and so close 
to the PSO values as shown in Table 1 in appendix. 

According to the Def criteria, the PSO shows that 
it has the best performance with the smallest values 
in comparison with the other estimators for all 
cases. The results of QN are so close to PSO in 
the small and moderate sample sizes, but in large 
sample sizes (n=250, 500), GA outperforms QN to 
be the second method with the smallest Def values 
after PSO.

•	 When μ = 1, σ = 1 we see that the GA then PSO 
estimators have the best values for all sample sizes 
and the NM and QN estimators have the largest 
values respectively as shown in Table 2 in appendix.

•	 When μ = 1, σ = 2, μ = 2, σ = 1 and μ = 2, σ = 2 we see 
that the GA then PSO estimators have the best values 
for all sample sizes and the NM and QN estimators 
have the largest values respectively as shown in 
Tables 3-5. However when μ = 2, σ = 2 its noticed 
that In moderate and large sample sizes the MSE as 
well as the Def values of GA is enhanced with better 
values than the other algorithms used.

•	 When μ = 2, σ = 2 we see that the GA then PSO 
estimators have the best values for all sample sizes 
and the NM and QN estimators have the largest 
values respectively. According to the Def criteria, 
the GA shows that it has the best performance with 
the smallest values in comparison with the other 
estimators for all cases (except when μ = 0, σ = 1) as 
shown in Tables 2-5. Also we can notice that when 
μ = 2, σ = 2 in moderate and large sample sizes the 
MSE as well as the Def values of GA is enhanced with 
noticeably better values than the other algorithms 
used as illustrated in figures 5-7.

	 All that can lead us to say that heuristic algorithms 
represented by GA and PSO are better than traditional 
algorithms such as NM and QN for estimating the 
location   and scale  parameters for the two-parameter 
Maxwell distribution.

	 Based on the average number of iterations, QN 
requires the fewest iterations, followed by PSO, GA, 
and NM, respectively. In terms of the average time 
needed to reach a solution, NM and QN are faster than 
PSO and GA. However, it is important to note that both 
the number of iterations and the time required to reach 
a solution depend heavily on the choice of the initial 
point. If a poor initial point is selected, both the iteration 
count and the solution time may increase significantly. 
The main issue is that traditional algorithms such as NM 
and QN may be forced to stop because convergence has 
not occurred. For these reasons, even though traditional 
methods are faster in some situations, methods based on 
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Fig 5. Performance of GA, PSO, NM, and QN according to the Def values when 𝜇𝜇=0, 𝜎𝜎 =1 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 6. Performance of GA, PSO, NM, and QN according to the Def values when 𝜇𝜇=1, 𝜎𝜎 =1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5:	 Performance of GA, PSO, NM, and QN according to the Def values when µ=0, σ =1
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Fig 5. Performance of GA, PSO, NM, and QN according to the Def values when 𝜇𝜇=0, 𝜎𝜎 =1 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig 6. Performance of GA, PSO, NM, and QN according to the Def values when 𝜇𝜇=1, 𝜎𝜎 =1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6:	 Performance of GA, PSO, NM, and QN according to the Def values when μ=1, σ =1

Figure 7:	 Performance of GA, PSO, NM, and QN according to the Def values when μ=2, σ =2
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Fig 7. Performance of GA, PSO, NM, and QN according to the Def values when 𝜇𝜇=2, 𝜎𝜎 =2 
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heuristic algorithms are preferred.
In this study, we can classify the four estimation methods 
into two groups: heuristic algorithm methods (including 
PSO and GA) and traditional methods (including NM and 
QN). When comparing PSO and GA as heuristic-based 
algorithms used in this study, the GA algorithm shows 
fewer deficiency values for different values of μ and σ. 
Additionally, both algorithms require approximately the 
same time to complete all iterations needed to estimate 
the model parameters. Simultaneously, when only 
traditional methods are compared, NM is preferred over 
the QN algorithm with respect to the deficiency values 
for different values of μ and σ, while QN is preferred 
over the NM due to its slightly lower required iteration 
number and time, even though they almost require 
the same calculation time. When we compare the two 
groups, it is clear that heuristic algorithms have the best 
performance according to Def values regardless of the 
number of iteration and calculation time, because these 
criteria are highly dependent on the starting point value 
for traditional methods. At the same time, in large sample 
sizes, the GA method outperforms the QN method (when μ 
= 0, σ = 1), implying that heuristic algorithms outperform 
traditional algorithms when large sample sizes are used. 
Finally, based on the simulation results, it can be said 
that heuristic algorithms including GA and PSO are more 
efficient than the other traditional algorithms used in the 
study for estimating the parameters of the two-parameter 
Maxwell distribution.

Applications

For applications 1 and 2 the two-parameter Maxwell 
distribution is used in this section to model two real 
data sets. The unknown parameters are estimated via 
the maximum likelihood method for each dataset and 
evaluated using the PSO, GA, NM, and QN algorithms. The 
modelling performance for fitted Maxwell distribution is 
compared and evaluated between all methods used in this 
study by using well-known selection criteria including 
log-likelihood (LL), Akaike Information Criterion (AIC), 
and corrected AIC (AICc), see (Anderson et al., 1998). 
The method that best fits these criteria is considered to 
have the lowest values.

Application 1: Aircraft windshield service time data

This dataset, is widely used in many engineering and 
statistical sectors which is used for method implementation 
(Tahir et al., 2015; Balogun et al., 2021). It includes 63 
observations about aircraft windshields’ service times 
(1000 hours is the measurement unit used). Observations 

on the aircraft windshield service time dataset:
0.046, 1.436, 2.592, 0.140, 1.492, 2.600, 0.150, 1.580, 
2.670, 0.248, 1.719, 2.717, 0.280, 1.794, 2.819, 0.313, 
1.915, 2.820, 0.389, 1.920, 2.878, 0.487, 1.963, 2.950, 
0.622, 1.978, 3.003, 0.900, 2.053, 3.102, 0.952, 2.065, 
3.304, 0.996, 2.117, 3.483,1.003, 2.137, 3.500, 1.010, 
2.141, 3.622, 1.085, 2.163, 3.665, 1.092, 2.183, 3.695, 
1.152, 2.240, 4.015, 1.183, 2.341, 4.628, 1.244, 2.435, 
4.806, 1.249, 2.464, 4.881, 1.262, 2.543, 5.140.

	 Table 6 in appendix shows the descriptive statistics 
for this dataset that contain the values of sample size (n), 
Minimum (Min), First Quartile (1st Qu.), Mean, Mode, 
Median, Third Quartile (3rd Qu.), Maximum (Max), 
Variance (S2), skewness (γ1), and kurtosis (γ2) coefficients, 
respectively. 

	 The parameter estimates corresponding to the selection 
criteria are given in table 7 in appendix. The results show 
that the PSO and GA methods have the best performance 
fitting for the two-parameter Maxwell distributions, in 
comparison with other traditional methods like NM and 
QN.

Application 2: Vinyl chloride data  

This dataset is concerned with environmental 
investigation issues and includes 34 observations. The 
dataset is provided below and the descriptive statistics 
for this dataset are given in table 8 in the appendix. More 
details about this dataset can be found in (Bhaumik et al., 
2009; Shukla, 2019). Observations of the vinyl chloride 
dataset:
5.1, 1.2, 1.3, 0.6, 0.5, 2.4, 0.5, 1.1, 8, 0.8, 0.4, 0.6, 0.9, 
0.4, 2, 0.5, 5.3, 3.2, 2.7, 2.9, 2.5, 2.3, 1, 0.2, 0.1, 0.1, 1.8, 
0.9, 2, 4, 6.8, 1.2, 0.4, 0.2

	 Table 9 in appendix shows the parameter estimate 
results for the various selection criteria. The second 
application yields the same result as the first, namely that 
the PSO and GA methods outperform other traditional 
methods like NM and QN in fitting the two-parameter 
Maxwell distributions, demonstrating that heuristic 
algorithms outperform classical and traditional methods. 
However, when we compare NM and QN, we see that 
QN performs better in the first application while NM 
performs better in the second application, which leads 
us to the conclusion that we cannot rely on a single 
traditional method for estimating the parameters. Hence, 
we can claim that GA and PSO are the best methods for 
estimating the parameters of the two-parameters Maxwell 
distribution.
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CONCLUSION 

In this study, the ML method is used to estimate the 
location and scale parameters of the two-parameter 
Maxwell distribution. In many cases, it is hard to have 
a solution for the parameters of interest for complicated 
nonlinear maximum likelihood equations. For these 
complicated nonlinear maximum likelihood equations, 
we need an efficient numerical technique to reach the 
best estimate values. This is the originality of this study. 
By conducting an intensive MC simulation study, the 
PSO, GA, NM, and QN algorithms are selected, and the 
performance of these algorithm estimators is compared 
with each other according to bias, MSE, Def, the number 
of required iterations (Iter), and calculation time criteria. 
Concerning these criteria, the results show that the 
heuristic algorithms used in this study, which are PSO 
and GA, respectively have the best performance values 
with robust efficient solutions regardless of the number 
of iterations and calculation time due to the fact that the 
performance criteria of traditional methods’ are heavily 
reliant on the starting point value. However, heuristic 
algorithm-based methods such as GA and PSO are more 
efficient than traditional search optimization methods 
and yield the best results across all sample sizes, so these 
algorithms are more recommended for the study model.
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APPENDIX

μ=0,σ=1 Mean Bias Variance MSE Mean Bias Variance MSE Def

10 PSO 0.1564 0.1564 0.0301 0.0546 0.8711 -0.1289 0.0287 0.0453 0.0999 48 0.1644

NM 0.1229 0.1229 0.0493 0.0644 0.8955 -0.1045 0.0425 0.0534 0.1178 64 0.0058

QN 0.1048 0.1048 0.0509 0.0619 0.9084 -0.0916 0.0438 0.0522 0.1141 5 0.0053

20 PSO 0.1027 0.1027 0.0155 0.0260 0.9154 -0.0846 0.0164 0.0236 0.0496 48 0.1644

GA 0.1130 0.1130 0.0184 0.0312 0.9078 -0.0922 0.0173 0.0258 0.0570 77 0.2124

NM 0.0804 0.0804 0.0237 0.0302 0.9321 -0.0679 0.0206 0.0252 0.0554 64 0.0058

QN 0.0542 0.0542 0.0239 0.0268 0.9512 -0.0488 0.0219 0.0243 0.0511 5 0.0053

30 PSO 0.0800 0.0800 0.0096 0.0160 0.9394 -0.0606 0.0105 0.0142 0.0302 47 0.1797

GA 0.0885 0.0885 0.0119 0.0197 0.9333 -0.0667 0.0115 0.0159 0.0357 76 0.2217

NM 0.0687 0.0687 0.0151 0.0198 0.9480 -0.0520 0.0138 0.0165 0.0363 63 0.0058

QN 0.0410 0.0410 0.0148 0.0165 0.9684 -0.0316 0.0139 0.0149 0.0314 4 0.0054

50 PSO 0.0572 0.0572 0.0057 0.0090 0.9533 -0.0467 0.0060 0.0082 0.0172 46 0.3535

GA 0.0632 0.0632 0.0069 0.0109 0.9489 -0.0511 0.0067 0.0093 0.0202 76 0.4302

NM 0.0595 0.0595 0.0103 0.0138 0.9517 -0.0483 0.0085 0.0108 0.0247 62 0.0121

QN 0.0237 0.0237 0.0091 0.0097 0.9782 -0.0218 0.0081 0.0086 0.0182 4 0.0103

100 PSO 0.0372 0.0372 0.0028 0.0042 0.9715 -0.0285 0.0032 0.0040 0.0082 47 0.2236

GA 0.0415 0.0415 0.0034 0.0051 0.9683 -0.0317 0.0036 0.0046 0.0097 76 0.2606

NM 0.0695 0.0695 0.0072 0.0120 0.9477 -0.0523 0.0055 0.0082 0.0203 61 0.0076

QN 0.0120 0.0120 0.0044 0.0045 0.9904 -0.0096 0.0042 0.0043 0.0088 4 0.0060

250 PSO 0.0213 0.0213 0.0009 0.0014 0.9831 -0.0169 0.0011 0.0014 0.0027 46 0.2905

GA 0.0234 0.0234 0.0011 0.0016 0.9815 -0.0185 0.0013 0.0016 0.0033 75 0.3153

NM 0.0920 0.0920 0.0049 0.0134 0.9307 -0.0693 0.0033 0.0081 0.0215 59 0.0098

QN 0.0066 0.0066 0.0017 0.0017 0.9941 -0.0059 0.0016 0.0016 0.0034 5 0.0064

500 PSO 0.0141 0.0141 0.0004 0.0006 0.9893 -0.0107 0.0006 0.0007 0.0013 45 0.3739

GA 0.0151 0.0151 0.0005 0.0007 0.9886 -0.0114 0.0006 0.0007 0.0015 74 0.3734

NM 0.1059 0.1059 0.0044 0.0156 0.9211 -0.0789 0.0027 0.0089 0.0245 57 0.0148

QN 0.0039 0.0039 0.0009 0.0009 0.9969 -0.0031 0.0008 0.0008 0.0017 4 0.0071

Table 1:	 Simulated Mean, Bias, Variance, MSE, and Def values when μ=0, σ=1.
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 Algoritma

Mean Bias Variance MSE Mean Bias Variance MSE Def

10 PSO 0.4500 -0.5500 0.2898 0.5923 1.1968 0.1968 0.0854 0.1242 0.7165 43.3835 0.2431

GA 0.6094 -0.3906 0.3007 0.4533 1.1014 0.1014 0.0792 0.0894 0.5427 77.2170 0.2891

NM -0.5045 -1.5045 0.2256 2.4892 1.8483 0.8483 0.1043 0.8239 3.3131 64.3280 0.0057

QN -0.5808 -1.5808 0.1926 2.6916 1.9026 0.9026 0.0850 0.8998 3.5914 4.3280 0.0049

20 PSO 0.3875 -0.6125 0.2657 0.6409 1.2507 0.2507 0.0792 0.1421 0.7830 42.8830 0.2514

GA 0.6024 -0.3976 0.2843 0.4424 1.1237 0.1237 0.0765 0.0918 0.5342 76.3650 0.3005

NM -0.5507 -1.5507 0.1074 2.5121 1.8947 0.8947 0.0592 0.8598 3.3719 63.3000 0.0060

QN -0.6612 -1.6612 0.0596 2.8191 1.9746 0.9746 0.0282 0.9781 3.7972 4.1475 0.0050

30 PSO 0.3779 -0.6221 0.2664 0.6534 1.2609 0.2609 0.0811 0.1492 0.8026 42.6250 0.2670

GA 0.6226 -0.3774 0.2872 0.4296 1.1168 0.1168 0.0801 0.0937 0.5233 77.2630 0.3260

NM -0.5242 -1.5242 0.1002 2.4234 1.8788 0.8788 0.0564 0.8287 3.2521 62.1020 0.0061

QN -0.6712 -1.6712 0.0368 2.8297 1.9857 0.9857 0.0173 0.9889 3.8185 4.3190 0.0053

50 PSO 0.3169 -0.6831 0.2440 0.7106 1.3019 0.3019 0.0737 0.1649 0.8755 41.8845 0.2575

GA 0.6312 -0.3688 0.2880 0.4240 1.1182 0.1182 0.0819 0.0959 0.5199 76.6295 0.3225

NM -0.4551 -1.4551 0.1161 2.2332 1.8298 0.8298 0.0673 0.7558 2.9890 59.2225 0.0068

QN -0.6908 -1.6908 0.0208 2.8795 2.0015 1.0015 0.0101 1.0131 3.8926 6.3730 0.0057

100 PSO 0.2844 -0.7156 0.2344 0.7465 1.3264 0.3264 0.0736 0.1801 0.9266 41.6075 0.2813

GA 0.6477 -0.3523 0.2927 0.4169 1.1144 0.1144 0.0889 0.1020 0.5188 77.7595 0.3571

NM -0.3236 -1.3236 0.1245 1.8763 1.7356 0.7356 0.0712 0.6122 2.4886 53.9095 0.0096

QN -0.7010 -1.7010 0.0106 2.9038 2.0114 1.0114 0.0049 1.0278 3.9316 4.9035 0.0062

250 PSO 0.1828 -0.8172 0.1703 0.8382 1.3906 0.3906 0.0561 0.2087 1.0469 40.4855 0.3234

GA 0.6684 -0.3316 0.2987 0.4086 1.1082 0.1082 0.0962 0.1079 0.5165 78.1880 0.4149

NM -0.1810 -1.1810 0.1013 1.4962 1.6320 0.6320 0.0557 0.4552 1.9513 48.7935 0.0118

QN -0.7060 -1.7060 0.0039 2.9142 2.0167 1.0167 0.0018 1.0355 3.9497 4.9205 0.0065

500 PSO 0.1259 -0.8741 0.1239 0.8879 1.4256 0.4256 0.0419 0.2230 1.1109 39.7900 0.3949

GA 0.6793 -0.3207 0.2936 0.3964 1.1025 0.1025 0.0956 0.1062 0.5026 78.7870 0.5216

NM -0.1494 -1.1494 0.0900 1.4111 1.6094 0.6094 0.0492 0.4205 1.8316 47.2120 0.0151

QN -0.7077 -1.7077 0.0020 2.9183 2.0188 1.0188 0.0010 1.0390 3.9573 5.4170 0.0069

Table 2:	 Simulated Mean, Bias, Variance, MSE, and Def values when μ=1, σ=1.
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 Algoritma     Mean Bias Variance MSE Mean Bias Variance MSE Def

10 PSO 1.3783 0.3783 0.2818 0.4249 1.5433 -0.4567 0.1424 0.3510 0.7759 48.1750 0.2485

GA 1.4286 0.4286 0.1916 0.3753 1.5089 -0.4911 0.1019 0.3431 0.7184 69.7605 0.2671

NM 0.3223 -0.6777 1.0498 1.5092 2.2860 0.2860 0.5129 0.5947 2.1038 68.4380 0.0060

QN 0.2524 -0.7476 1.0595 1.6184 2.3367 0.3367 0.5200 0.6334 2.2518 5.4490 0.0058

20 PSO 1.3193 0.3193 0.1612 0.2631 1.5975 -0.4025 0.0813 0.2433 0.5064 47.7480 0.2906

GA 1.3799 0.3799 0.0873 0.2317 1.5542 -0.4458 0.0452 0.2440 0.4757 69.1095 0.3026

NM 0.0136 -0.9864 0.5655 1.5385 2.5386 0.5386 0.2964 0.5865 2.1250 65.4665 0.0061

QN -0.0872 -1.0872 0.5567 1.7387 2.6143 0.6143 0.2894 0.6668 2.4055 5.0940 0.0053

30 PSO 1.3017 0.3017 0.1312 0.2223 1.6081 -0.3919 0.0704 0.2240 0.4462 47.4780 0.3168

GA 1.3582 0.3582 0.0612 0.1895 1.5671 -0.4329 0.0345 0.2219 0.4114 69.3300 0.3255

NM -0.1420 -1.1420 0.2893 1.5935 2.6577 0.6577 0.1545 0.5870 2.1805 63.2035 0.0058

QN -0.2555 -1.2555 0.2629 1.8392 2.7437 0.7437 0.1364 0.6894 2.5286 5.1630 0.0053

50 PSO 1.2734 0.2734 0.1119 0.1866 1.6297 -0.3703 0.0621 0.1993 0.3859 47.7395 0.3423

GA 1.3320 0.3320 0.0353 0.1455 1.5870 -0.4130 0.0205 0.1910 0.3365 69.1030 0.3428

NM -0.2055 -1.2055 0.1187 1.5720 2.7102 0.7102 0.0655 0.5699 2.1419 61.6825 0.0066

QN -0.3449 -1.3449 0.0989 1.9077 2.8165 0.8165 0.0515 0.7182 2.6258 5.2395 0.0055

100 PSO 1.2695 0.2695 0.0703 0.1430 1.6279 -0.3721 0.0389 0.1773 0.3203 47.4200 0.3721

GA 1.3121 0.3121 0.0188 0.1162 1.5969 -0.4031 0.0113 0.1738 0.2899 68.8375 0.3629

NM -0.1998 -1.1998 0.0550 1.4944 2.7033 0.7033 0.0331 0.5277 2.0222 58.7150 0.0079

QN -0.3829 -1.3829 0.0299 1.9424 2.8435 0.8435 0.0148 0.7263 2.6687 5.8740 0.0060

250 PSO 1.2516 0.2516 0.0548 0.1181 1.6406 -0.3594 0.0295 0.1587 0.2768 47.6015 0.4519

GA 1.2876 0.2876 0.0089 0.0916 1.6143 -0.3857 0.0052 0.1540 0.2456 69.1105 0.4229

NM -0.0970 -1.0970 0.0340 1.2373 2.6269 0.6269 0.0215 0.4146 1.6519 53.0555 0.0112

QN -0.3864 -1.3864 0.0106 1.9328 2.8491 0.8491 0.0058 0.7267 2.6595 5.8620 0.0064

500 PSO 1.2404 0.2404 0.0511 0.1089 1.6481 -0.3519 0.0275 0.1513 0.2602 47.3030 0.8843

GA 1.2773 0.2773 0.0050 0.0819 1.6212 -0.3788 0.0028 0.1463 0.2282 69.2405 0.7616

NM -0.0343 -1.0343 0.0201 1.0898 2.5785 0.5785 0.0125 0.3472 1.4370 49.3285 0.0210

QN -0.3907 -1.3907 0.0057 1.9398 2.8516 0.8516 0.0033 0.7286 2.6685 5.9590 0.0075

Table 3:	 Simulated Mean, Bias, Variance, MSE, and Def values when μ=1, σ=2.
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 Algoritma     
Mean Bias Variance MSE Mean Bias Variance MSE Def

10 PSO 0.1709 -1.8291 0.2147 3.5604 1.7970 0.7970 0.1078 0.7430 4.3035 41.4535 0.2603

GA 0.2539 -1.7461 0.3019 3.3508 1.7421 0.7421 0.1172 0.6679 4.0187 79.9150 0.3025

NM -0.5220 -2.5220 0.1917 6.5520 2.2890 1.2890 0.1270 1.7886 8.3406 65.9750 0.0060

QN -0.5396 -2.5396 0.1839 6.6335 2.3015 1.3015 0.1242 1.8180 8.4515 5.5580 0.0053

20 PSO 0.0516 -1.9484 0.0412 3.8374 1.8842 0.8842 0.0429 0.8246 4.6620 40.4100 0.1811

GA 0.1124 -1.8876 0.1035 3.6666 1.8446 0.8446 0.0558 0.7692 4.4357 82.2830 0.2526

NM -0.6053 -2.6053 0.0817 6.8690 2.3591 1.3591 0.0600 1.9072 8.7762 66.7145 0.0062

QN -0.6337 -2.6337 0.0685 7.0048 2.3797 1.3797 0.0525 1.9561 8.9608 4.7425 0.0058

30 PSO 0.0274 -1.9726 0.0171 3.9082 1.9142 0.9142 0.0271 0.8629 4.7711 40.2390 0.1829

GA 0.0675 -1.9325 0.0432 3.7776 1.8874 0.8874 0.0345 0.8221 4.5997 83.0015 0.2547

NM -0.6148 -2.6148 0.0664 6.9035 2.3810 1.3810 0.0463 1.9535 8.8570 67.1320 0.0061

QN -0.6591 -2.6591 0.0439 7.1147 2.4131 1.4131 0.0339 2.0307 9.1455 4.6910 0.0053

50 PSO 0.0126 -1.9874 0.0088 3.9586 1.9228 0.9228 0.0167 0.8682 4.8268 40.2900 0.2006

GA 0.0324 -1.9676 0.0172 3.8888 1.9089 0.9089 0.0189 0.8450 4.7338 85.5275 0.2769

NM -0.6277 -2.6277 0.0550 6.9598 2.3891 1.3891 0.0358 1.9653 8.9250 66.2955 0.0071

QN -0.6815 -2.6815 0.0248 7.2150 2.4281 1.4281 0.0194 2.0590 9.2740 4.7130 0.0059

100 PSO 0.0036 -1.9964 0.0003 3.9861 1.9304 0.9304 0.0076 0.8732 4.8594 40.1990 0.2143

GA 0.0167 -1.9833 0.0044 3.9378 1.9212 0.9212 0.0087 0.8573 4.7951 86.6155 0.3022

NM -0.5835 -2.5835 0.0727 6.7474 2.3591 1.3591 0.0423 1.8894 8.6367 64.9055 0.0075

QN -0.6894 -2.6894 0.0130 7.2459 2.4363 1.4363 0.0098 2.0726 9.3186 6.2960 0.0063

250 PSO 0.0023 -1.9977 0.0023 3.9930 1.9343 0.9343 0.0036 0.8766 4.8696 40.1365 0.2761

GA 0.0037 -1.9963 0.0009 3.9862 1.9332 0.9332 0.0034 0.8742 4.8604 88.9490 0.3809

NM -0.4700 -2.4700 0.1113 6.2123 2.2792 1.2792 0.0609 1.6974 7.9096 61.1335 0.0096

QN -0.6978 -2.6978 0.0048 7.2827 2.4455 1.4455 0.0040 2.0933 9.3761 6.1940 0.0066

500 PSO 0.0016 -1.9984 0.0018 3.9955 1.9334 0.9334 0.0021 0.8734 4.8688 40.1100 0.3472

GA 0.0020 -1.9980 0.0021 3.9942 1.9332 0.9332 0.0020 0.8729 4.8671 90.6585 0.4587

NM -0.3702 -2.3702 0.1265 5.7445 2.2050 1.2050 0.0685 1.5206 7.2651 57.5255 0.0131

QN -0.7000 -2.7000 0.0025 7.2927 2.4458 1.4458 0.0021 2.0925 9.3852 6.1360 0.0072

Table 4:	 Simulated Mean, Bias, Variance, MSE, and Def values when μ=2, σ=1.
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 Algoritma    
Mean Bias Variance MSE Mean Bias Variance MSE Def

10 PSO 1.1104 -0.8896 1.1697 1.9611 1.9193 -0.0807 0.2730 0.2795 2.2406 43.0340 0.2512

GA 1.4029 -0.5971 1.0497 1.4063 1.7596 -0.2404 0.2120 0.2699 1.6761 73.5635 0.2893

NM -0.9880 -2.9880 0.5801 9.5086 3.2982 1.2982 0.2516 1.9368 11.4454 68.2965 0.0061

QN -1.1206 -3.1206 0.4806 10.2190 3.3928 1.3928 0.1904 2.1302 12.3492 5.3160 0.0050

20 PSO 1.1329 -0.8671 1.1462 1.8980 1.9464 -0.0536 0.2733 0.2762 2.1742 42.6110 0.2623

GA 1.5250 -0.4750 0.9274 1.1530 1.7326 -0.2674 0.1925 0.2641 1.4171 72.4415 0.3032

NM -1.0106 -3.0106 0.3514 9.4148 3.3391 1.3391 0.1806 1.9739 11.3888 66.4270 0.0065

QN -1.2463 -3.2463 0.1494 10.6878 3.5092 1.5092 0.0565 2.3343 13.0221 6.6040 0.0055

30 PSO 1.1288 -0.8712 1.1566 1.9156 1.9620 -0.0380 0.2804 0.2818 2.1974 42.4375 0.2665

GA 1.5645 -0.4355 0.9138 1.1035 1.7286 -0.2714 0.2022 0.2758 1.3793 71.7285 0.3079

NM -0.9650 -2.9650 0.3626 9.1539 3.3104 1.3104 0.2008 1.9179 11.0718 65.2705 0.0068

QN -1.2858 -3.2858 0.0883 10.8849 3.5425 1.5425 0.0339 2.4133 13.2982 5.2700 0.0053

50 PSO 1.0947 -0.9053 1.1844 2.0039 1.9896 -0.0104 0.2978 0.2979 2.3018 42.4375 0.2800

GA 1.7020 -0.2980 0.7911 0.8799 1.6668 -0.3332 0.1821 0.2931 1.1730 71.3795 0.3242

NM -0.8444 -2.8444 0.4063 8.4966 3.2248 1.2248 0.2250 1.7251 10.2217 62.8565 0.0078

QN -1.2953 -3.2953 0.0572 10.9159 3.5524 1.5524 0.0198 2.4297 13.3455 5.1490 0.0067

100 PSO 1.1525 -0.8475 1.1959 1.9141 1.9742 -0.0258 0.3152 0.3158 2.2299 42.3335 0.3019

GA 1.8120 -0.1880 0.6786 0.7139 1.6246 -0.3754 0.1682 0.3092 1.0231 70.9385 0.3466

NM -0.5677 -2.5677 0.4418 7.0349 3.0277 1.0277 0.2424 1.2986 8.3335 57.0310 0.0087

QN -1.3174 -3.3174 0.0260 11.0313 3.5743 1.5743 0.0105 2.4891 13.5204 5.3150 0.0057

250 PSO 1.1798 -0.8202 1.1820 1.8548 1.9645 -0.0355 0.3259 0.3271 2.1819 42.6730 0.3734

GA 1.9462 -0.0538 0.4637 0.4666 1.5559 -0.4441 0.1218 0.3190 0.7856 69.8560 0.4079

NM -0.2944 -2.2944 0.3233 5.5878 2.8282 0.8282 0.1779 0.8638 6.4516 52.2095 0.0125

QN -1.3237 -3.3237 0.0110 11.0576 3.5789 1.5789 0.0051 2.4981 13.5558 5.6160 0.0063

500 PSO 1.1791 -0.8209 1.1786 1.8524 1.9669 -0.0331 0.3318 0.3329 2.1853 42.0765 0.4807

GA 2.0160 0.0160 0.3264 0.3266 1.5192 -0.4808 0.0904 0.3216 0.6482 69.2880 0.5222

NM -0.2240 -2.2240 0.2717 5.2178 2.7751 0.7751 0.1449 0.7457 5.9634 50.8045 0.0160

QN -1.3241 -3.3241 0.0087 11.0587 3.5776 1.5776 0.0095 2.4983 13.5569 5.7860 0.0067

Table 5:	 Simulated Mean, Bias, Variance, MSE, and Def values when μ=2, σ=2.

n Min 1st Qu. Mean Mode Median 3rd Qu. Max S2 γ1 γ2

63 0.0460 1.1070 2.0853 0.0460 2.0650 2.8197 5.1400 1.5506 0.4396 2.7326

Table 6:	 The descriptive statistics for aircraft windshield service time data.
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Method -LL AIC AICC

PSO 0 1.9789 115.4526 234.9052 235.1052

GA 0 1.9789 115.4535 234.9070 235.1070

NM 0.3638 1.7301 125.3900 254.7800 254.9800

QN 0.0413 2.0310 122.7079 249.4158 249.6158

Table 7:	 The parameter estimates, LL, AIC, AICc, values for aircraft 
windshield service time data.

n Min 1st Qu. Mean Mode Median 3rd Qu. Max S2 γ1 γ2

34 0.1000 0.5000 1.8794 0.4000 1.1500 2.500 8.000 3.8126 1.6037 5.0054

Table 8:	 The descriptive statistics for the vinyl chloride data.

Method -LL AIC AICC

PSO 0 2.1959 97.3287 198.6574 199.0445

GA 0 2.1959 97.3290 198.6580 199.0451

NM 0.2638 2.0511 113.6900 271.3800 271.7671

QN 0.0679 1.0473 197.6675 399.3350 399.7221

Table 9:	 The parameter estimates, LL, AIC, AICc, values for the 
vinyl chloride data.
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Abstract: The conventional method of determining plant 
dominance using the basal area is challenging for inaccessible 
ecosystems. Thus, the present study aimed to develop a new 
method to determine plant dominance in such inaccessible 
ecosystems using a remote sensing (RS) method. The target 
ecosystem of the study was the Rekawa mangrove forest. 
In this study, plant dominance was determined using both 
conventional and RS-based methods for two selected vegetation 
types in the Rekawa mangrove forest, i.e., monospecific and 
mixed vegetation stands. Google Earth (GE) satellite images 
and drone images were used to digitize the crown area using 
on-screen digitization technique in ArcMap v.10.3. Finally, 
plant dominance values, determined through the three methods 
(conventional method, using GE satellite images, and using 
drone images) were compared in terms of their percentage 
deviation calculated with reference to the conventional method. 
This study reveals that there is a weak positive correlation 
(P < 0.05, r = 0.132) between basal area and individual tree 
crown area in a mangrove forest. Moreover, for both mangrove 
vegetation types, the drone imagery method has shown the 
least average percentage deviation in determination of plant 
dominance, compared to that of the GE satellite imagery 
method. For instance, the drone imagery method could be 
used with 100% and 86.02% average accuracies respectively 
for monospecific and mixed mangrove vegetation, whereas the 
GE satellite imagery method could be used with 97.85% and 
42.15% average accuracies, respectively for monospecific and 
mixed mangrove vegetation. Therefore, this RS-based method 
could be used as an alternative method to the conventional 
basal area-based method of determining plant dominance in 
dense mangrove forests.

Keywords: Crown area, drone imagery, Google Earth satellite 
imagery, plant dominance, Rekawa mangrove forest, remote 
sensing.

INTRODUCTION

Plant dominance refers to the relative importance of a 
plant species in terms of the degree of influence it exerts 
on other plants and animals of the community (Pau & 
Dee, 2016). It delineates stronger links to ecological 
research, as it reflects the context of an ecological 
community. According to Pau & Dee (2016), tracking 
dominance facilitates early warning signs of ecosystem 
changes due to climate change impacts or any other 
impact on the ecosystem. Conventionally, plant 
dominance is determined by a field-based method using 
plant basal area. Here, the circumference at the tree base 
is measured by conducting a field survey. Field work 
becomes challenging in an inaccessible ecosystem such 
as a dense forest, mangrove forest, or swamp, due to 
certain limitations such as inundation, boggy substrate, 
thick cover, intensive labour and time-consuming 
procedures. Particularly, the harsh environment in 
mangrove ecosystems makes the field measurements 
more challenging (Wanga et al., 2019), especially in the 
middle and water edges of mangrove forests. Hence it is 
necessary to develop a new method that can readily be used 
in determination of plant dominance in such inaccessible 



460		  SMTM Samarakoon et al.

December 2024	 Journal of the National Science Foundation of Sri Lanka 52(4)

areas. Remote sensing (RS) methods are being widely 
used nowadays by the ecologists and field researchers 
for finding new ways to approach their research (Kerr 
& Ostrovsky, 2003). Therefore, the aim of this study is 
to develop a new method to determine plant dominance 
in such inaccessible ecosystems using a more feasible 
RS method. In this case, an RS-based approach could 
be a good solution to overcome the above-mentioned 
limitations faced in accessing and taking measurements 
in the mangrove ecosystems.  

	 Even though, plenty of studies have addressed 
different types of biodiversity measures (Purvis & 
Hector, 2000; Hillebrand et al., 2008) using RS, RS-
based studies focused on plant dominance still remains 
as a gap (Pau & Dee, 2016). Therefore, this study 
attempts to fill the knowledge gap on the determination 
of plant dominance, using RS-based methods with the 
use of a mangrove forest as a model ecosystem, where 
accessibility is challenging.

	 According to previous studies, much of the literature 
related to biodiversity has focused on species richness 
but literature on plant dominance is lacking (Purvis & 
Hector, 2000; Hillebrand et al., 2008). According to the 
literature, many RS studies have been conducted to detect 

species richness (Warren et al., 2014; Pau & Dee, 2016) 
and species distributions (Pau et al., 2013; He et al., 
2015). Moreover, different RS approaches have been 
practiced by researchers, including satellite and aerial 
RS (Nagendra, 2001; Turner et al., 2003; Gillespie et al., 
2008) in order to track the biodiversity and ecosystem 
functions. Although there is limited scientific attention 
on RS studies focused on plant dominance, Pau & Dee 
(2016) have shown that there are some studies that 
address shifts in dominant vegetation (Schroeder et al., 
2010) and species invasions (Schroeder et al., 2010).

	 When mangrove ecosystems are taken into 
consideration, RS techniques have been applied in 
different studies in order to study various aspects 
including measuring their spatial extent (Long & 
Skewes, 1996; Conchedda et al., 2008; Nandy & 
Kushwaha, 2011; Purnamasayangsukasih et al., 2016) 
and vegetation dynamics (Madarasinghe et al., 2020a; 
2020b). However, no literature is available on using RS 
methods to estimate the plant dominance in mangrove 
ecosystems and therefore this study will offer a novel 
approach for scientists and researchers in the field of 
Ecology when conducting research in such inaccessible 
mangrove ecosystems. 

Remote sensing for calculating plant dominance 
 

4 
 

Since mangrove forests are among the most productive ecosystems with high biodiversity and  

significant degree of inaccessibility, a mangrove forest was selected as the target ecosystem in this 

study. The Rekawa mangrove forest, which is considered as one of the most untouched mangrove 

forests in southern Sri Lanka, consists of high mangrove biodiversity including 20 true mangrove 

species and 18 mangrove associates (Priyashantha & Taufikurahman, 2020). This mangrove 

diversity has led to the establishment of both mixed vegetation stands and monospecific vegetation 

stands in the same mangrove forest. Therefore, the Rekawa mangrove forest associated with the 

Rekawa lagoon (coordinates 6° 2´ 59.784˝ N and 80°50´ 30.2244˝ E; De Silva & Amarasinghe, 

2021), in the Tangalle District Secretariat Division in the Hambantota District in the southern coast 

of Sri Lanka, was taken as a model site in the present study. 

 

 

 

 

 

 

 

 

 

 

Figure 1: (a) Map of Sri Lanka showing the location of the study area indicated by a white square; 

(b) Map of Rekawa lagoon showing the study area indicated by a black square; (c) Google Earth 

(GE) satellite image (Maxar Technologies on 22.01.2022) of the study area showing mono-specific 

vegetation plots (M1: Mono-specific vegetation plot No.1, M2: Mono-specific vegetation plot No.2, 

Figure 1:	 (a) Map of Sri Lanka showing the location of the study area indicated by a white square; (b) Map of Rekawa lagoon 
showing the study area indicated by a black square; (c) Google Earth (GE) satellite image (Maxar Technologies on 
22.01.2022) of the study area showing mono-specific vegetation plots (M1: Mono-specific vegetation plot No.1, 
M2: Mono-specific vegetation plot No.2, M3: Mono-specific vegetation plot No.3) and mixed mangrove vegetation 
plots (X1: Mixed vegetation plot No.1, X2: Mixed vegetation plot No.2, X3: Mixed vegetation plot No.3)
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MATERIALS AND METHODS

Study site

Since mangrove forests are among the most productive 
ecosystems with high biodiversity and  significant 
degree of inaccessibility, a mangrove forest was 
selected as the target ecosystem in this study. The 
Rekawa mangrove forest, which is considered as one 
of the most untouched mangrove forests in southern 
Sri Lanka, consists of high mangrove biodiversity 

including 11 true mangrove species and 14 mangrove 
associates (Jayatissa et al, 2002). This mangrove 
diversity has led to the establishment of both mixed 
vegetation stands and monospecific vegetation stands 
in the same mangrove forest. Therefore, the Rekawa 
mangrove forest associated with the Rekawa lagoon 
(coordinates 6° 2´ 59.784˝ N and 80°50´ 30.2244˝ E; De 
Silva & Amarasinghe, 2021), in the Tangalle District 
Secretariat Division in the Hambantota District in the 
southern coast of Sri Lanka, was taken as a model site 
in the present study.

Remote sensing for calculating plant dominance 
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M3: Mono-specific vegetation plot No.3) and mixed mangrove vegetation plots (X1: Mixed 

vegetation plot No.1, X2: Mixed vegetation plot No.2, X3: Mixed vegetation plot No.3) 

 

 

 

 

Data collection 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Flow chart showing the summary of methods followed in the study. 

Field data collection 
Figure 2:	 Flow chart showing the summary of methods followed in the study.
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Data collection

Field data collection

According to previous research studies and ground 
observations two sampling sites were selected representing 
the two mangrove vegetation types available in Rekawa 
lagoon, i.e., monospecific mangrove vegetation and 
mixed mangrove vegetation. Here, Mangrove patches 
having more than three different species were considered 
as mixed-species sites and sites which have only one 
species or mainly one species with few trees of another 
mangrove species were considered as monospecific/
monodominant site. 

	 Then, three quadrats, where each quadrat was 20 m 
× 20 m in size, were plotted for each type of mangrove 
vegetation, following the stratified random sampling 
method using a grid map of Rekawa lagoon and a random 
number table. Ground truthing was carried out during the 
field survey. In order to increase the accuracy of GPS 
coordinates, each corner of all six plots was manually 
related to a tree or landmark(s) which are clearly 
identifiable in both drone images and GE satellite images. 
Circumference at the tree base, diameter at breast height 
(DBH), tree height, and individual tree crown area in 
each plot were then measured. Tree height was estimated 
by ocular method while DBH was measured using a 
diameter tape. According to Fadrique et al. (2021), only 
the mangrove plants with DBH ≥ 10 cm were taken in 
to account in this case. Circumference at the tree base 
was measured to calculate the basal area which is used 
when calculating plant dominance. Photograph(s) 
covering the whole individual tree crown area of each 
plant was captured by using a smartphone (Redmi Note 
11) with the aid of a reference scale and the reference 
scale was held at 1.3 m height from ground level with the 
help of a tripod. Then, individual tree crown areas were 
measured using ImageJ v.2006 software. Here, polygons 
were sketched according to the crown shape and area 
measurement tool was used to calculate the individual 
crown area. The exact individual crown area of each 
species in each plot was extrapolated by using the above 
crown area measurements (calculated via ImageJ v.2006) 
and tree height.

Remote sensing - based data collection

Four drone images (obtained from DJI Mavic Air 2 
on 08.09.2022) and three GE satellite images (Maxar 
Technologies on 22.01.2022), which delineate the studied 
plots were used in this study (see Figure 1). Drone images 
of each plot were captured at an altitude of 50 m. The GE 

satellite image for mono specific plots, i.e., M1, M2 and 
M3 (see Figure 1) were downloaded at an eye altitude of 
146 m, whereas mixed vegetation plots, i.e., X1 and X2 
at 203 m and X3 (see Figure 1) at a 161 m eye altitude. 
The aforementioned images were downloaded at the best 
eye altitude that shows crown attributes for identification 
of different species of the particular plot. All these drone 
images and GE satellite images were geo-referenced on 
ArcMap v.10.3 using ground control points obtained from 
GPS (eTrex Garmin 10). Thereafter, the crown area of 
each species was digitized and the generated map of each 
plot was validated with ground truthing. Then the crown 
area values of each species in each plot were measured. 
Similarly, species-wise crown area measurements were 
estimated for both drone images and GE satellite images 
of each plot. As the location of each plant in the plot was 
validated with ground truthing, the error/accuracy values 
are given due to the errors in mapping the crowns.

Determination of plant dominance

Conventional method

The basal area for each tree (DBH ≥ 10 cm) was calculated 
using circumference at tree base data obtained from field 
surveys. Then the correlation between the basal area and 
the individual tree crown area (obtained by analyzing the 
photograph(s) on ImageJ v.2006 software) of mangrove 
species was checked and a regression equation was 
formulated. The original equation of plant dominance 
is given in Equation 1, while the formulated regression 
equation is given in Equation 2.

Plant dominance =  
Basal area of the species

Total basal area of all species
     

 

 

Individual tree crown area = 5.67(Basal area) + 1303.5    

		  ...(1)  

Plant dominance =  
Basal area of the species

Total basal area of all species
     

 

 

Individual tree crown area = 5.67(Basal area) + 1303.5    

		  ...(2)
       
Plant dominance was calculated for all the mangrove 
species of each plot by following the three methods; 
conventional method (using basal area- Equation 1), drone 
imagery method and GE satellite imagery method. 

Remote sensing-based methods

“Basal area” in the original equation of plant dominance 
(Equation 1) was replaced by substituting the formulated 
regression equation and plant dominance was calculated. 
Here, crown area statistics for each mangrove species 
obtained by on-screen digitization of drone images 
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and GE satellite images on ArcMap v.10.3 were used 
as individual tree crown area. Plant dominance values 
obtained from all three methods (conventional method, 
drone imagery method and GE satellite imagery method) 
were compared and percentage deviations and average 
percentage deviations of RS-based methods (drone 
imagery method and GE satellite imagery method) 
were calculated taking the conventional method as the 
reference. Here, percentage deviations and average 
percentage deviations of plant dominance were calculated 
according to the mangrove species studied and the type 
of mangrove vegetation, respectively.

Data Analysis

As this is a preliminary study, we just wanted to show 
what the level of accuracy is, of using remote sensing 
methods to determine plant dominance. Therefore, all 
raw data collected for each parameter were checked for 
parametric assumptions. The Shapiro-Wilk normality 
test was performed to check the normality of the data. 
The data were then transformed to log values, square 
root values and arc-sin values and normality was 
checked. As the data were not normally distributed even 
under such transformation, nonparametric analysis was 
selected. Therefore, the Spearman rank correlation test 
was performed to check whether there is a significant 
correlation between the basal area and the individual tree 
crown area as Spearman correlation is strong enough 
to study the correlation between the real basal area and 
the crown area. When mentioning the accuracy of using 
remote sensing methods (X %), (100-X) is the error of 
the method. That is mentioned for each method (ground 
truthing was conducted for each plot) and to increase 
the clarity, a new text was added to mention the error of 
each. 

	 The statistical significance of analyses was 
considered at a 95% confidence interval and P < 0.05. 
All the statistical analyses were performed using R.4.2.3 
statistical software whereas ArcMap v.10.3 area statistics 
were used to measure mangrove tree crown area in drone 
images and GE satellite images. 

RESULTS AND DISCUSSION

Maps of crown area of monospecific and mixed 
mangrove vegetation created using ArcMap v.10.3 
are shown in Figures 3 and 4. Despite the presence of 
Excoecaria agallocha in the M2 plot, Ceriops tagal 
dominated in all three monospecific vegetation plots 
(M1, M2, M3). The crown area of C. tagal is 370 m2, 

248 m2 and 350 m2 respectively for the M1, M2 and M3 
plots. Hence, monospecific vegetation is dominated by C. 
tagal. Regarding mixed vegetation stands (X1, X2, X3), 
six true mangrove species Avicennia marina, Bruguiera 
gymnorrhiza, C. tagal, E. agallocha, Lumnitzera 
racemosa, and Rhizophora mucronata were found. 
B. gymnorrhiza dominated in X1 with a crown area of 81 
m2, while C. tagal dominated in X2 with a 140 m2 crown 
area. The X3 plot was dominated by A. marina with a 
318 m2 crown area. The total area of the plot could not 
be occupied by the tree crowns due to two main reasons, 
viz., the presence of dead crowns and trees (specially C. 
tagal) and leaning trees and crowns.  

	 Plant dominance values calculated using the three 
methods (conventional method, drone imagery method, 
and GE satellite imagery method) are shown in Table 1. 
According to the results, the drone imagery method can be 
used without an error and with 13.98% average error, for 
monospecific mangrove vegetation and mixed mangrove 
vegetation respectively, whereas, the GE satellite imagery 
method can be used with 2.15% and 57.85% average 
error for monospecific mangrove vegetation and mixed 
mangrove vegetation, respectively.

	 Plant dominance values for both monospecific 
and mixed vegetation stands determined by RS-based 
methods (drone imagery method and GE satellite 
imagery method) have deviated from the conventional 
method because, in RS-based methods, only the surface 
attributes of the vegetation are detected. This may lead to 
underestimation of plant dominance. For both vegetation 
types in the mangrove forest, the drone imagery method 
has shown the least average percentage deviation in 
determination of plant dominance, compared to the 
GE satellite imagery method, because drone imagery 
possesses high resolution compared to GE satellite 
imagery. 

	 Considering the determination of plant dominance 
in mangrove forests by the drone imagery method, 
monospecific vegetation has exhibited results almost 
similar to the conventional method, while mixed 
vegetation stands have exhibited a deviation from the 
conventional method. Results indicate that, under RS-
based methods, monospecific vegetation has shown 
less error in the determination of plant dominance than 
mixed vegetation stands. It is evident that monospecific 
vegetation possesses a simple structure without (or with 
less) stratification and low biodiversity, whereas mixed 
vegetation possesses a complex community structure 
with a high level of stratification, overlapped tree crowns 
and high biodiversity. Hence, detection of the understory 
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Figure 3:	 Maps showing the crown area of mangrove species in each monospecific plot according 
to the drone imagery method and Google Earth satellite imagery method.
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Figure 4:	 Maps showing the crown area of mangrove species in each mixed plot according to the 
drone imagery method and Google Earth satellite imagery method.
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by the RS-based method is interrupted due to the presence 
of strata at different levels and overlapped crowns. 
Therefore, crown area in mixed vegetation stands has 
been underestimated. As a result, plant dominance has 
also been underestimated in mixed vegetation stands. 
Therefore, determination of plant dominance using the 
drone imagery method for mixed vegetation stands in 
mangrove forests showed an average error of 13.98%. 
Moreover, the effect of wind and leaning trees also provide 
reasons for the underestimation of plant dominance.

	 GE satellite images were downloaded at a time close 
to the period when drone images have been captured. 
All drone images and GE satellite images were captured 
during the time between January to September in 2022. 

Hence, possible errors that can result due to temporal 
changes between GE satellite images and drone images 
were avoided. Mangrove species were easily identified 
from drone images using crown attributes including 
crown color, crown texture and crown size. Regarding 
GE satellite images, identification of different mangrove 
species using the above mentioned crown attributes was 
challenging due to some obvious technical difficulties 
in GE satellite imagery method (Madarasinghe et al., 
2020c), such as the high number of unidentifiable 
prominent crowns/margins due to comparatively less 
detail in GE images than in drone images. Therefore, 
in the GE satellite imagery method, crown area was 
underestimated regardless of the vegetation type. 
However, the results revealed that, between these two 

Plot species Plant dominance
Percentage deviation of plant dominance 

from conventional method (%)

Conventional 
method

Drone imagery 
method

Google Earth 
satellite imagery 

method

Drone imagery 
method

Google Earth 
satellite imagery 

method

M1 Ceriops tagal 1 1 1 0% 0%

M2 Ceriops tagal 0.62 0.62 0.61 0% 6%

Excoecaria agallocha 0.38 0.38 0.37 0% 2.6%

M3 Ceriops tagal 1 1 1 0% 0%

X1 Bruguiera gymnorrhiza 0.27 0.27 0 0% 100%

Excoecaria agallocha 0.27 0.23 0.07 14.8% 74%

Ceriops tagal 0.22 0.22 0.13 0% 41%

Rhizophora mucronata 0.16 0.16 0.12 0% 25%

Avicennia marina 0.06 0.06 0.03 0% 50%

Avicennia officinalis 0.01 0 0 100% 100%

Lumnitzera racemosa 0.01 0.01 0.01 0% 0%

X2 Ceriops tagal 0.40 0.40 0.29 0% 28%

Excoecaria agallocha 0.30 0.23 0.10 23.3% 67%

Rhizophora mucronata 0.14 0.10 0.07 28.6% 50%

Avicennia marina 0.09 0.09 0.08 0% 11.1%

Bruguiera gymnorrhiza 0.04 0.04 0 0% 100%

Lumnitzera racemosa 0.03 0.03 0 0% 100%

X3 Avicennia marina 0.89 0.86 0.85 3.4% 4.5%

Lumnitzera racemosa 0.07 0.05 0 28.6% 100%

Excoecaria agallocha 0.04 0.03 0.01 25% 75%

Source: based on data analysis.
(M1: Monospecific vegetation plot No.1, M2: Monospecific vegetation plot No.2, M3: Monospecific vegetation plot No.3, X1: Mixed vegetation 
plot No.1, X2: Mixed vegetation plot No.2, X3: Mixed vegetation plot No.3)

Table 1:	 Plant dominance values for each plot (species-wise) determined by the imagery method. 
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RS-based methods, the drone imagery method is more 
accurate in the determination of plant dominance than the 
GE satellite imagery method, for inaccessible mangrove 
forests. Even so, the GE satellite imagery method can be 
applied as an alternative method to the drone imagery 
method when determining plant dominance in mangrove 
forests. 

	 Moreover, the results of the Spearman rank correlation 
test revealed that there is a weak positive correlation (P < 
0.05, r  =  0.132) between the basal area and the individual 
tree crown area of mangrove species.

CONCLUSION

The results of the present study suggest the applicability 
and accuracy of RS-based methods (drone imagery 
method and GE satellite imagery method) in the 
determination of plant dominance in dense, inaccessible 
mangrove forests. According to the results, RS-based 
methods could be used as an alternative method to the 
conventional basal area-based method of determining 
plant dominance in mangrove forests, with different 
accuracy levels. The drone imagery method can be used 
with 100% and 86.02% average accuracies respectively for 
monospecific mangrove vegetation and mixed mangrove 
vegetation respectively, whereas the GE satellite imagery 
method can be used with 97.85% and 42.15% average 
accuracies for monospecific mangrove vegetation and 
mixed mangrove vegetation, respectively. Therefore, this 
RS-based method could be used in determining plant 
dominance in dense mangrove forests.
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Abstract: The seismic response analysis of large-scale 
structural systems, including integrated earthquake simulations 
for urbanized cities, requires developing complex numerical 
models with over 10 million solid elements. However, such 
detailed models are often computationally intensive and time-
consuming. Therefore, simplified models are necessary to 
efficiently assess the seismic response of structures in the time 
domain during the early stages of analysis. The authors are 
proposing a meta-modelling theory in which a simple mass-
spring model (MSM) is constructed from a large-scale solid-
element model. This paper presents examples of converting a 
three-dimensional solid element model to a one-dimensional 
MSM, which is denoted as the consistent mass-spring 
model (CMSM) in the viewpoint of structural mechanics. 
The performance of the proposed CMSM is compared with 
conventional MSM and the frequency-adaptive lumped 
mass-stick model (LMSM). For comparison, three-storey 
symmetrical and unsymmetrical (T-shaped and L-shaped) 
reinforced concrete (RC) buildings are selected. Numerical 
time history simulations are carried out to check the suitability 
of the proposed CMSM for three sets of ground motions. The 
proposed CMSMs solve the same physical problem as the solid 
element model, using suitable mathematical approximations, 
and show very good agreement with those of the solid models. 
The first three natural frequencies of the CMSM were found to 
match those of the solid element model for both symmetric and 
asymmetric RC buildings in the study, demonstrating the high 
accuracy of the developed MSM. It is also shown that such a 
simplified model is used as an alternative to a large-scale solid 
element model to estimate the overall responses of the structure 
at the initial stage of large-scale analysis.

Keywords: Continuum mechanics, mass-spring models, meta-
modeling, seismic structural response analysis, structural 
mechanics. 

INTRODUCTION

Modern modelling software enables us to automatically 
construct a solid element model using the data from 
Computer-Aided-Design (CAD) (Riaz et al., 2021; Hori 
et al., 2023). For a complicated structure, the constructed 
solid element model has a degree of freedom (DOF) of 
a few ten or hundred thousand (Kettil & Wiberg, 2002; 
Tuñón-Sanjur et al., 2007; Quinay et al., 2011; Tuñón-
Sanjur et al., 2013; Kusakabe et al., 2022) but the model 
has high quality as it has high fidelity to the target 
structure. However, it is not an easy task to use such a 
large-scale model for seismic structural analysis that is 
carried out in the time domain. Large computer resources 
are needed for the computation of analyzing the model, 
especially when non-linear material properties or a state 
of finite or large deformation are considered.

	 For an efficient numerical analysis in the time domain, 
it is vital to have a simpler model such as a frame element 
model (Kettil & Wiberg, 2002). However, it is not certain 
that the frame model that is determined by the method is 
used as an alternative to a solid element model which is 
automatically constructed from CAD data. It is rare to 
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have an identical natural frequency for the frame model 
and the solid element model even for linear seismic 
structural analysis (Jayasinghe et al., 2016; 2017). A solid 
element model uses Young’s modulus and Poisson’s ratio 
for linear isotropic elasticity, but Poisson’s ratio is fully 
ignored in a truss or beam theory which is the foundation 
of the frame model (Hori et al., 2014).

	 To resolve the conflict between solid element model 
analysis and other analysis, the authors are proposing 
a new theory, called “meta-modelling” (Hori et al., 
2014; 2015a  2015b; Jayasinghe et al., 2014; 2015a; 
2015b; 2015c; 2015d; 2016), which regards structural 
mechanics (Hjelmstad, 2005; Zienkiewicz et al., 
2014) as a mathematical approximation of continuum 
mechanics (Gonzalez & Stuart, 2008; Reddy, 2013). The 
mathematical approximation is so smart that a spatially 
three-dimensional problem of continuum mechanics is 
reduced to a zero or one-dimensional problem, and it 
is shown that the accuracy loss due to the mathematical 
approximation is minimum when a structure or a 
structural component has a suitable configuration. There 
is a correlation between the accuracy of numerical 
analysis and the fidelity of the model (Jayasinghe et al., 
2015a; 2015b; 2015c). 

	 This paper applies meta-modeling theory to 
develop a one-dimensional simplified model from a 
large-scale three-dimensional solid element model, 
enabling efficient seismic structural response analysis 
at the initial stages. A MSM is chosen as a simplified 
model, and a spatially three-dimensional problem of the 
seismic structural response is reduced to a spatially zero-
dimensional problem. A key issue is the clarification of 
the advantages and disadvantages of using a simplified 
model as an alternative to a solid element model. Due to 
the rigorousness of the meta-modelling theory based on 
which it is constructed, the simplified model can provide 
accurate overall displacement behaviour. 

	 The present paper is organized as follows. First, the 
significance of adopting a simpler numerical model 
compared to the complex solid element models for 
efficient numerical analysis is explained. In Section 2, 
the meta-modelling theory is explained using an energy 
theory or a Lagrangian of an MSM with a single mass 
point. It is shown that this Lagrangian is derived from that 
of continuum mechanics by making suitable mathematical 
approximations. The methodology for the development of 
the consistent mass-spring model (CMSM) using meta-
modelling theory is explained in Section 3 along with the 
development of the conventional MSM and frequency 

adaptive lumped mass-stick model (LMSM). Section 4 
describes a numerical example to evaluate the seismic 
performance of the proposed CMSM compared to the 
conventional MSM and frequency adaptive LMSM. 
Symmetric and asymmetric (T-shaped and L-shaped) 
three-storey RC building structures are considered as the 
numerical examples to evaluate the seismic performance 
of the MSMs. The seismic performance is evaluated by 
comparing the natural frequency, peak acceleration, the 
storey drifts and floor displacements of CMSM with 
the conventional MSM and frequency adaptive LMSM. 
The major conclusion of the present study is made in 
Section 5.

MATERIALS AND METHODS

Meta-modelling theory

 A single mass point MSM which consists of one mass and 
one spring is considered to explain the meta-modelling 
theory (Hori et al., 2014), for a structure as shown in 
Figure 1.
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ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

		  ...(1)

Here, U and V are displacement and velocity of the mass 
in a particular direction, and ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

 and ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

 are the kinematic 
and strain energy defined as;

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

		  ...(2)
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where M is lumped mass and K is the spring constant for 
the lateral stiffness, and 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

.

	 Since this structure is made of a certain material 
(steel, Reinforced Concrete (RC), or wood), the structure 
can be modeled according to the continuum mechanics 
(Gonzalez & Stuart, 2008; Reddy, 2013). That is, we 
consider a three-dimensional displacement vector 
function, 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

. Assuming linear elasticity, we have the 
following Lagrangian;

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

		  ...(3)

where 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

 is velocity and 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

 sym

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

  is strain with 
dot and 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 
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 are density and elasticity, with  
and standing for the inner product and second-order 
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 given 
by Equations (1) and (3) are similar to each other, 
even though the functions and functionals are given by 
Equations (2) and (4) are utterly different.

	 The meta-modeling theory takes advantage of the 
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, and derives 
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. The procedure of deriving 
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 is simple, 
as we have to approximate the three-dimensional vector-
valued function, 
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. Indeed, if we approximate it as the 
product of an unknown temporal function, 
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, and a 
known three-dimensional vector-valued function, 
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as;
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		  ...(5)

then, substituting Equation (5) into 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 
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, we obtain 
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. 
Here, the mass and spring constants, M and K, are explicitly 
computed in terms of 
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 and  
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 together with the assumed 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

. That is,

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

		  ...(6)

The derivation of 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

 from 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

 is made mathematically, 
without making any physical assumptions. The 
Lagrangian problem of a continuum model with 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

 and 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

 (

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

) is reduced to another Lagrangian problem of 
an MSM of M and K (

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

), by using an approximated 
function of the displacement. Therefore, the solution of 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

 is regarded as an approximate solution of 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

.

	 The meta-modelling theory is able to derive a bar 
model, a beam model or a plate model from a continuum 
model in the same manner as shown in the above, i.e., 
substituting a suitably approximated displacement 
function into 

ℒ�[𝑈𝑈, 𝑉𝑉] = 𝒦𝒦�[𝑉𝑉] − 𝒫𝒫�[𝑈𝑈]. 

 

𝒦𝒦�[𝑉𝑉] =
1
2

𝑀𝑀𝑀𝑀�, 

 

𝒫𝒫�[𝑈𝑈] =
1
2

𝐾𝐾𝐾𝐾�, 

𝑉𝑉 = 𝑈̇𝑈 

𝒖𝒖 

ℒ�[𝒗𝒗, 𝝐𝝐] = 𝒦𝒦�[𝒗𝒗] − 𝒫𝒫�[𝝐𝝐], 

𝒗𝒗 = 𝒖̇𝒖 

𝝐𝝐 = sym𝜵𝜵𝜵𝜵 

𝜵𝜵 

𝒦𝒦�[𝒗𝒗] = �
1
2

𝜌𝜌𝜌𝜌 ⋅ 𝒗𝒗 dv
�

, 

𝒫𝒫�[𝝐𝝐] = �
1
2

𝝐𝝐: 𝒄𝒄: 𝝐𝝐 dv
�

, 

ℒ� 

ℒ� 

𝝃𝝃(𝒙𝒙) 

𝑈𝑈(t) 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = 𝑈𝑈(t)𝝃𝝃(𝒙𝒙), 

𝜌𝜌 

𝒄𝒄 

𝝃𝝃 

𝑀𝑀 = � 𝜌𝜌 𝜌𝜌. 𝝃𝝃 dv, 

𝐾𝐾 = � 𝛁𝛁 𝛁𝛁: 𝒄𝒄: 𝛁𝛁𝛁𝛁 dv, 

 

 (Hjelmstad, 2005; Hori et al., 2014; 
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mode shapes of the continuum modelling, it will share 
the same fundamental dynamic characteristics as the 
continuum mechanics’ model.

Formulation of CMSM meta-modelling theory
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𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

�
1
2

�

���

𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
�

�,��� (���)

− �
1
2

�

�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

-th mass point, 
and 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

�
1
2

�

���

𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
�

�,��� (���)

− �
1
2

�

�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

 for 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

�
1
2

�

���

𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
�

�,��� (���)

− �
1
2

�

�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

 which can be called 
requirement 1.
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For simplicity, we substitute the approximate 
displacement (

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

�
1
2

�

���

𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
�

�,��� (���)

− �
1
2

�

�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

) of Equation (7) into 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

�
1
2

�

���

𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
�

�,��� (���)

− �
1
2

�

�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

 of Equation 
(3). Then, we obtain

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

�
1
2

�

���

𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
�

�,��� (���)

− �
1
2

�

�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

	 ...(8)

where,

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

�
1
2

�

���

𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
�

�,��� (���)

− �
1
2

�

�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

			   ...(9)

The right side of Equation (8) is rewritten as

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

�
1
2

�

���

𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
�

�,��� (���)

− �
1
2

�

�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

	

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
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 of Equation (8) 
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Introduction of dynamic modes with linear 
transformation matrix

Dynamic mode shapes of a target problem need to be 
incorporated in the construction of a MSM, so that it 
shares the same dynamic fundamental characteristics 
with a continuum model. We suppose that an n number of 
dynamic modes 
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𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�
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���

𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
�

�,��� (���)

− �
1
2

�

�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

�
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���

𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
�

�,��� (���)

− �
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2

�

�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

 are given; 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�
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𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
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�,��� (���)
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�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

 and 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�
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𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
�

�,��� (���)

− �
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�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

 are mode shape and natural frequency of 
the 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�
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𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
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− �
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�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

-th mode respectively. By definition, 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
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𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
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���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

 and  

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
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���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

satisfy;

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
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���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 			   ...(10)
and,

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
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�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

�
1
2

�

���

𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
�

�,��� (���)

− �
1
2

�

�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 		  ...(11)

for 𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

.

	 Employing 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑈𝑈�(𝑡𝑡)𝜱𝜱�
�

���

(𝒙𝒙), 

 

𝑈𝑈� 

𝜱𝜱�  

𝜱𝜱�(𝒙𝒙�) 

𝜱𝜱��𝒙𝒙�� = 0 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 

ℒ = �
1
2

𝑚𝑚∗��𝑈̇𝑈�𝑈̇𝑈� −
�

�,���

1
2

𝑘𝑘∗��𝑈𝑈�𝑈𝑈�, 

𝑚𝑚∗�� = � 𝜌𝜌𝜌𝜌�𝜱𝜱� d𝑣𝑣 and
�

 𝑘𝑘∗�� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

�
1
2

�

���

𝑀𝑀��𝑈̇𝑈��� + � 𝑀𝑀��𝑈̇𝑈�𝑈̇𝑈�
�

�,��� (���)

− �
1
2

�

�,��� (���)

𝐾𝐾���𝑈𝑈� − 𝑈𝑈��
� − �

1
2

�

���

𝐾𝐾�(𝑈𝑈�)�, 

 

𝑀𝑀� = 𝑚𝑚∗��, 𝑀𝑀�� = 𝑚𝑚∗��, 𝐾𝐾�� = −𝑘𝑘∗��   and     𝐾𝐾� = � 𝑘𝑘∗��.
�

���

 

𝜱𝜱�  

𝑀𝑀��  

𝐾𝐾� 

ℒ 

{𝜳𝜳�, 𝜔𝜔�} 

(𝛼𝛼 = 1,2,3, … , 𝑛𝑛) 

𝜳𝜳� 

𝜔𝜔� 

� 𝜌𝜌𝜌𝜌� ∙ 𝜳𝜳� d𝑣𝑣 = 0,
�

     � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣 = 0
�

, 

𝜌𝜌(𝜔𝜔�)�𝜳𝜳� + 𝛁𝛁 ∙ (𝒄𝒄: ∇𝜳𝜳�) = 0, 

 of Equation (3) and substituting the 

approximate displacement function (

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

) 

into it, we can obtain,

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

	 ...(12)

where,

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

			   ...(13)

	 As a result of the orthogonality property of dynamic 
mode shapes, Equation (10), dynamic modes do not 
produce coupling terms in Equation (12). Additionally, 
due to Equation (11), it is readily seen that 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

and 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

 
of Equation (13) satisfy;

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

		  ...(14)
	
for 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

.Note that, if 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

 is replaced by 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

, we have 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

 and 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

 		  ...(15)

which still satisfies 

Simplification of Solid Element Model for Seismic Analysis 

9 
 

 
where  

 

According to Equation (8), it is straightforward to understand the necessity of a third spring for the 

MSM which consists of two mass points; see Figure 2.2 for a two point MSM. If we can choose a 

 so that  and  vanish (requirement 2), then the above  of Equation (8) becomes  of the 

typical MSM which includes an equal number of linear springs and mass points. 

 
 
2.3. INTRODUCTION OF DYNAMIC MODES WITH LINEAR TRANSFORMATION 

MATRIX 
 

Dynamic mode shapes of a target problem need to be incorporated in the construction of a 

MSM, so that it shares the same dynamic fundamental characteristics with a continuum model. We 

suppose that an  number of dynamic modes   are given;  and  are 

mode shape and natural frequency of the -th mode respectively. By definition,  and  satisfy; 

 
(10) 

and, 

 (11) 
for . 

Employing  of Equation (3) and substituting the approximate displacement function 

Figure 2.2: Schematic view of a CMSM consisting of two mass points 

M2 M1 

U 2(t) U
 1(t) 

K1 K2 

K3 

Figure 2:	 Schematic view of a CMSM consisting of two mass 
points
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𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

		  ...(16)

Furthermore, note that;

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

	
			   ...(17)

	 Pure dynamic modes can satisfy neither requirement 
1 nor requirement 2 which are mentioned above. In 
general, it is not possible to find 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

 which satisfies 
both requirements; thus, we need to find a suitable linear 
combination of 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

 that satisfies, at least, requirement 
1. To this end, we consider the following combination.

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

 and  

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

	

			   ...(18)

where 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

 is a linear transformation matrix with 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

 being the inverse of 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

.

Then, Equation (9) is rewritten as.

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

	 ...(19)

	 To determine the components of 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] 

, we introduce 
a vector 

𝛼𝛼 ≠ 𝛽𝛽 

𝒖𝒖 = � 𝑈𝑈�𝜳𝜳� 

ℒ = �
1
2

𝑚𝑚�(𝑢̇𝑢�)� −
�

�,���

1
2

𝑘𝑘�(𝑢𝑢�)�, 

𝑚𝑚� = � 𝜌𝜌𝜌𝜌�𝜳𝜳� d𝑣𝑣 and
�

 𝑘𝑘� = � 𝛁𝛁𝛁𝛁�: 𝒄𝒄: 𝛁𝛁𝛁𝛁� d𝑣𝑣.
�

 

𝑚𝑚� 𝑘𝑘� 

(𝜔𝜔�)�𝑚𝑚� = 𝑘𝑘�, 

𝛼𝛼 = 1, 2, 3, … , 𝑛𝑛 

𝜳𝜳� 

𝜳𝜳�� = 𝑎𝑎𝑎𝑎� 

𝑚𝑚�� = 𝑐𝑐�𝑚𝑚�   

   𝑘𝑘�� = 𝑐𝑐�𝑘𝑘�, 

(𝜔𝜔�)�𝑚𝑚�� = 𝑘𝑘��. 

𝒖𝒖(𝒙𝒙, 𝑡𝑡) = � 𝑢𝑢��(𝑡𝑡)𝜳𝜳��
�

���

(𝒙𝒙) = � 𝑢𝑢�(𝑡𝑡)𝜳𝜳�
�

���

(𝒙𝒙). 

{𝜱𝜱�} 

{𝜳𝜳�} 

𝑈𝑈� = � 𝑡𝑡��𝑢𝑢�
�

���

    

𝜱𝜱� = ��𝑡𝑡���
��

𝜳𝜳�
�

���

, 

�𝑡𝑡��� 

�𝑡𝑡���
��

 

𝑚𝑚∗�� = � 𝑚𝑚�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

    and    𝑘𝑘∗�� = � 𝑘𝑘�(𝑡𝑡��)��
�

�,�,���

�𝑡𝑡���
��

 

[Ξ�] , which consists of zeros and ones, zero for 
mass points not on 𝑧𝑧 = 𝑧𝑧�. 

(𝑡𝑡��)�� = [Ξ�][𝜳𝜳�(𝑧𝑧�)]��. 

[𝜳𝜳�(𝑧𝑧�)] 

[𝜳𝜳�(𝑧𝑧�)]�� 

 

 and one for the mass point 
on 𝑧𝑧 = 𝑧𝑧�. 

(𝑡𝑡��)�� = [Ξ�][𝜳𝜳�(𝑧𝑧�)]��. 

[𝜳𝜳�(𝑧𝑧�)] 

[𝜳𝜳�(𝑧𝑧�)]�� 

 

. Here, 𝑧𝑧 = 𝑧𝑧�. 

(𝑡𝑡��)�� = [Ξ�][𝜳𝜳�(𝑧𝑧�)]��. 

[𝜳𝜳�(𝑧𝑧�)] 

[𝜳𝜳�(𝑧𝑧�)]�� 

 

 is the location of -th mass point 
along the axial direction of a target problem, and then we 
can compute,𝑧𝑧 = 𝑧𝑧�. 

(𝑡𝑡��)�� = [Ξ�][𝜳𝜳�(𝑧𝑧�)]��. 

[𝜳𝜳�(𝑧𝑧�)] 

[𝜳𝜳�(𝑧𝑧�)]�� 

 

		  ...(20)

	 Here, 

𝑧𝑧 = 𝑧𝑧�. 

(𝑡𝑡��)�� = [Ξ�][𝜳𝜳�(𝑧𝑧�)]��. 

[𝜳𝜳�(𝑧𝑧�)] 

[𝜳𝜳�(𝑧𝑧�)]�� 

 

 is a regular square matrix with 

𝑧𝑧 = 𝑧𝑧�. 

(𝑡𝑡��)�� = [Ξ�][𝜳𝜳�(𝑧𝑧�)]��. 

[𝜳𝜳�(𝑧𝑧�)] 

[𝜳𝜳�(𝑧𝑧�)]�� 

 

 being the inverse of 

𝑧𝑧 = 𝑧𝑧�. 

(𝑡𝑡��)�� = [Ξ�][𝜳𝜳�(𝑧𝑧�)]��. 

[𝜳𝜳�(𝑧𝑧�)] 

[𝜳𝜳�(𝑧𝑧�)]�� 

 

. 

𝑧𝑧 = 𝑧𝑧�. 

(𝑡𝑡��)�� = [Ξ�][𝜳𝜳�(𝑧𝑧�)]��. 

[𝜳𝜳�(𝑧𝑧�)] 

[𝜳𝜳�(𝑧𝑧�)]�� 

 

 
is a displacement component along a fixed direction for 
the MSM of the γ-th dynamic mode at the α-th mass point 
location. It is clear that coupling mass and stiffness terms 
of mass and stiffness matrices should be there to assure 
the consistency of the MSM.

Application of CMSM for building structures and 
comparative study

Problem setting for building structures

A symmetric and asymmetric three-storey RC building 
(Figure 3 and Figure 5) is considered in the present 
study to develop the Mass-spring models described in 
Section 3. The selected three-storey RC building consists 
of square columns having cross-section dimensions of 
0.35 m x 0.35 m and a uniform slab thickness of 0.15 m. 
The elastic modulus, Poisson’s ratio, and density of the 
concrete are 24 GPa, 0.2, and 2000 kg m-3, respectively. 
Three different earthquake ground motions are selected 
to perform the time history analysis. Figure 4 shows the 
acceleration time histories of the selected earthquake 
ground motions. All the ground motions are applied in 
the X-direction of the symmetric and asymmetric three-
storey RC buildings in the time history analysis. 

Construction of MSMs

First, 3D finite element models of the symmetric and 
asymmetric three-storey RC buildings are developed 
using FE software. Modal analysis is performed to 
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obtain the necessary undamped natural frequencies and 
the mode shapes of the symmetric and asymmetric three-
storey RC buildings. Figure 6, depict the mode shapes of 
the symmetric three-storey RC buildings. The obtained 
mode shapes are then used to develop the low-fidelity 
MSMs considered in this study. Time history analysis 
is performed to determine the displacement and 
acceleration response of the developed low-fidelity 
MSMs. The spring stiffness is determined using the 
static pushover analysis of the 3D finite element (FE) 
model.

	 The mass and stiffness matrices of the CMSM, 
as well as the mass matrix of the frequency adaptive 
LMSM, are then determined using Mathematica code. 
The tributary area consideration method is used to 
compute the mass matrix of the conventional MSM. 
Then, Mathematica coding is developed based on the 
Newmarks’ method to determine the displacement and 
acceleration of the low-fidelity MSMs. Finally, the drift 
ratio and peak acceleration of the MSMs are compared 
with the 3D solid model to investigate the utilization of 
the low-fidelity models of the structures, compared to the 
3D solid models.
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Figure 2.5: Selected asymmetrical buildings: (a) L-Shape (b) T-Shape 
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Figure 5:	 Selected asymmetrical buildings: (a) T-Shape (b) L-Shape
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Figure 4.2: Selected Ground Motions (a) 1st. 

 

 

 

 

 

 

Figure 4.2: Selected Ground Motions (b) 2nd . 
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Figure 4.2: Selected Ground Motions (a) 1st. 

 

 

 

 

 

 

Figure 4.2: Selected Ground Motions (b) 2nd . 
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RESULTS AND DISCUSSION

Comparison of the natural frequency of MSMs

The natural frequency, drift ratio, and peak acceleration 
of the mass point in the low-fidelity MSMs are compared 
with those of the solid model to evaluate the significance 
and potential advantages of using low-fidelity models 
over solid models. First, to evaluate the consistency of 
the developed MSMs for symmetric and asymmetric 
three-storey RC buildings, their natural frequencies are 
compared with those of the solid model (Table 1).

The natural frequencies of the conventional MSM and 
the frequency adaptive LMSM show a marginal error 
compared to the natural frequencies of the solid element 
model. Moreover, the frequency-adaptive LMSM 
outperforms the conventional MSM in terms of natural 
frequencies. However, the first three natural frequencies 
of the CMSM coincide with the corresponding natural 
frequencies of the solid element model for symmetric 
and asymmetric RC buildings considered in the study. 
These findings confirm the consistency of the developed 
CMSM with the solid model.
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Figure 2.5: Selected asymmetrical buildings: (a) L-Shape (b) T-Shape 
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Figure 6:	 Mode shapes in x-direction of the symmetric three-storey RC building

Building type  Symmetric building
Asymmetric building  

L-shaped
Asymmetric building  

T - shaped

Mode Number (x-direction)  1 2 3 1 2 3 1 2 3

Solid model / (Hz) 2.33 6.60 9.80 3.03 8.71 13.02 3.02 8.69 13.20

Conventional MSM
Frequency (Hz) 2.39 6.66 9.53 3.20 8.87 12.60 3.16 8.75 12.43

Error (%) 2.58 0.91 2.76 5.61 1.84 3.23 4.64 0.69 5.83

Frequency adaptive 
LMSM

Frequency (Hz) 2.36 6.62 9.61 3.11 8.72 12.67 3.11 8.73 12.72

Error (%) 1.29 0.30 1.94 2.64 0.11 2.69 2.98 0.46 3.64

CMSM 
Frequency (Hz) 2.33 6.60 9.80 3.03 8.71 13.02 3.02 8.69 13.20

Error (%) 0 0 0 0 0 0 0 0 0

Table 1:	 Natural frequencies comparison in x-direction between the CMSM and other MSMs 
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Comparison of the peak acceleration and storey drifts 

The damages to the building structures can be estimated 
based on the peak displacement, peak velocity, peak 
acceleration response, and maximum drift ratio under 
seismic loading. The present study considered the peak 
acceleration response and drift ratio of the symmetric 
and asymmetric three-storey RC buildings to estimate 
the damage under seismic loading. Figure 7 shows the 
response of the symmetrical three-storey RC building 
from the time history analysis using the second and third 
earthquake ground motions. It can be identified that the 
conventional MSM has more or less the same response 
as the frequency-adaptive LMSM with regard to peak 

acceleration and drift ratio. Moreover, the conventional 
MSM and the frequency-adaptive LMSM depict a 
significant variation between their seismic responses 
compared to the solid element model. Therefore, 
adopting the conventional MSMs and the frequency-
adaptive LMSM to determine the seismic response of 
the solid element model yields less accurate results. 
However, the peak acceleration and the drift ratio 
response of the CMSM model due to the seismic loading 
have coincided with the solid element model. Therefore, 
the developed CMSM for the symmetric three-storey RC 
building can be used to determine the seismic response 
of the symmetrical three-storey RC building instead of 
adopting the solid model.
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Figure 3.1: Response of symmetrical building: (a) peak acceleration for second ground motion 
and (b) drift ratio for third ground motion 
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Figures 3.2 and 3.3 show the peak acceleration and drift ratio responses of the L-shape and T-shape 
three-storey RC buildings for the 2nd and 3rd earthquake ground motions. 
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Figures 3.2 and 3.3 show the peak acceleration and drift ratio responses of the L-shape and T-shape 
three-storey RC buildings for the 2nd and 3rd earthquake ground motions. 
 
 
 
 

Figure 7:	 Response of symmetrical building: (a) peak acceleration for second ground motion 
and (b) drift ratio for third ground motion

Figure 8 and Figure 9 show the peak acceleration and 
drift ratio responses of the L-shaped and T-shaped three-
storey RC buildings for the 2nd and 3rd earthquake ground 
motions.

	 According to Figures 8 and 9, the peak acceleration 
and drift ratio responses of the conventional MSM and 
the frequency adaptive LMSM differ significantly from 
the peak acceleration and drift ratio responses of the 
solid element model for both L-shaped and T-shaped 

asymmetrical buildings. The frequency-adaptive 
LMSM produces more accurate results compared to 
the conventional MSM. However, the peak acceleration 
and drift ratio response of the CMSM almost coincides 
with the peak acceleration and drift ratio of the solid 
model. Therefore, the developed CMSM can be used 
to determine the seismic response of the L-shaped and 
T-shaped asymmetrical buildings instead of the solid 
element model. 
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Figure 3.2: Response of L-shaped asymmetrical building: (a) peak acceleration for second ground 
motion and (b) drift ratio for third ground motion 

Figure 3.3: Response of T-shaped asymmetrical building: (a) peak acceleration for second ground 
motion and (b) drift ratio for third ground motion 
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Figure 8:	 Response of L-shaped asymmetrical building: (a) peak acceleration for second ground motion 
and (b) drift ratio for third ground motion
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Figure 9:	 Response of T-shaped asymmetrical building: (a) peak acceleration for second ground motion 
and (b) drift ratio for third ground motion
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As per the significant comparison, it is evident that 
conventional MSMs and frequency-adaptive LMSM 
yield less accurate results compared to the solid element 
model. However, the developed CMSM in the present 
study produces almost the same results as the solid 
element model for both symmetrical and asymmetrical 
three-storey RC buildings. Therefore, the developed 
CMSM can be used to evaluate the seismic response 

Symmetric building

Ground motions 1st 2nd 3rd

Peak Values Acc. / ms-2 Drift ratio (%) Acc. / ms-2 Drift ratio (%) Acc. / ms-2 Drift ratio (%)

3rd floor/ (10.95m) 0.11 0.20 0.21 0.07 0.48 0.20

2nd floor/ (7.30m) 0.37 0.01 0.13 0.03 0.03 0.10

1st floor/ (3.65m) 0.21 0.07 0.14 0.05 0.19 0.03

L-shaped building

Ground motions 1st 2nd 3rd

Peak Values Acc. / ms-2 Drift ratio (%) Acc. / ms-2 Drift ratio (%) Acc. / ms-2 Drift ratio (%)

3rd floor/ (10.95m) 2.35 8.87 3.85 8.95 0.76 6.12

2nd floor/ (7.30m) 1.54 3.75 2.36 4.67 1.10 1.89

1st floor/ (3.65m) 1.82 1.02 0.15 1.61 0.40 1.03

T-shaped building

Ground motions 1st 2nd 3rd

Peak Values Acc. / ms-2 Drift ratio (%) Acc. / ms-2 Drift ratio (%) Acc. / ms-2 Drift ratio (%)

3rd floor/ (10.95m) 0.24 0.10 0.13 0.23 0.29 0.06

2nd floor/ (7.30m) 0.38 0.03 0.12 0.14 0.01 0.11

1st floor/ (3.65m) 0.48 0.11 0.07 0.03 0.87 0.00

Table 2:	 Percentage of error in peak acceleration and maximum drift ratio of CMSM with the solid model

of both symmetric and asymmetric three-storey RC 
buildings considered in the present study instead of 
using the solid element model. Table 2 illustrates the 
percentage of error in the peak acceleration response and 
drift ratio from the developed CMSMs for each floor of 
the symmetric and asymmetric three-storey RC buildings 
considered in the study. 

When compared to the symmetric building and T-shaped 
asymmetrical building, the L-shaped asymmetrical 
building has the largest error percentages for both peak 
acceleration and maximum drift ratio across all levels. 
This is due to the torsional irregularity of the L-shaped 
building which caused the torsional mode which should be 
considered in the development of the CMSM. However, 
T-shaped buildings are not subject to any torsional 
response due to the application of the earthquake ground 
motion through the centre of the stiffness. Therefore, 
it is evident that the developed CMSM can be used to 
determine the seismic response of the symmetric and 
asymmetric three-storey RC buildings considered in the 
study instead of using the solid model. 

CONCLUSION

In this paper, the authors propose a systematic method 
for the rigorous development of a simplified 1D model 
based on the solid element model. This model is 
entitled CMSM. The consistency of CMSM is assured 
by implementing the meta-modelling theory in the 
construction process of CMSM. According to the meta-
modelling theory, additional springs are incorporated in 
CMSM to guarantee consistency with that of the solid 
element model. The proposed CMSM can incorporate 
any number of dynamic mode shapes of a target structure 
to improve the accuracy of the response. 
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The performance of the proposed MSM is compared 
with the available MSMs, such as the conventional MSM 
and the frequency-adaptive LMSM. The target building 
types are three-storey symmetrical and L-shaped and 
T- shaped asymmetrical RC building structures. The 
seismic response is evaluated by comparing the peak 
displacement, the peak acceleration, and the maximum 
drift ratio of each floor level. The study found that 
the first three natural frequencies of the CMSM align 
closely with those of the solid element model for both 
symmetric and asymmetric RC buildings. A comparative 
analysis further demonstrates that the CMSM shows 
excellent agreement with the solid element model for 
these structures. Additionally, the peak acceleration and 
drift ratio responses of the CMSM show good agreement 
with those of the solid element model. Therefore, it can 
be concluded that the proposed CMSM can solve the 
same physical problem of the solid element model using 
suitable mathematical approximations. However, an L-
shaped asymmetric RC building has a small deviated 
response compared to the solid element model. This is 
due to the neglect of the torsional modes of vibrations in 
the construction of all MSMs. The T-shaped asymmetrical 
building provides a better response to the application 
of the ground motions along the symmetric axis of the 
building in all MSMs.

	 The proposed CMSM needs to be extended to non-
linear analysis, which will result in more benefits by saving 
computational resources at the initial stage of design. At 
least, it is straightforward to apply the meta-modelling 
to obtain an incremental response of a non-linear 
elastoplastic structure. Furthermore, by incorporating the 
torsional mode into the MSM formulation process, the 
selected MSMs can be improved for seismic response 
analysis of asymmetric building structures. 
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Abstract: Vertical jump assessment is one of the most frequently 
used techniques to evaluate lower limb strength and power in 
the context of strength and conditioning. Countermovement 
jump (CMJ) and squat jump (SJ) have been recognized as the 
most valid and reliable vertical jump tests to assess body power 
and strength. The traditional method requires professional 
involvement and equipment for parameter assessment. In the 
context of college athletes, it is not practical to acquire direct 
supervision from coaches and use laboratory-based equipment 
such as force plates. Hence, the main objective of this study is 
to reduce the physical involvement in the traditional method by 
developing a system to identify lower body power and strength, 
which can be handled at an athlete’s own pace. Thus, we 
propose a single camera system that captures athlete skeleton 
joint variation from the lateral view to identify the accuracy of 
CMJ and SJ along with measurements for power, maximum 
jump height, reactive strength index, and ground reaction 
force. These performance parameter values are measured 
using a rule-based model developed with motion equations and 
skeleton joint variations. The biomechanics of the exercises 
are identified based on the clinically accepted jump protocol. 
The experimental results show that the system identifies athlete 
biomechanics with an accuracy of 91.7% for CMJ and an 
accuracy of 95.8% for SJ. Also, the system measures maximum 
jump height with a standard error of 0.88 cm.

Keywords: Biomechanics, countermovement jump, moveNet, 
Skeleton point cloud, Squat jump. 

INTRODUCTION

Lower body strength and power identification provide 
valuable insights into different capacities such as an 
athlete’s movement coordination and timing. This 
information can be used in connection with the art 
of coaching to maximize athlete training program 
effectiveness. But training an athlete’s power and 
strength to improve his/her sport performance is a 
challenging aspect of coaching. In the traditional strength 
and power identification process, sports instructors 
offer expert advice, monitoring correctness of counter 
movement jump and squat jump along with parameter 
measurements such as maximum height jumped by 
the athlete. In the local context, the most fundamental 
method of identifying athletes’ performance is the 
jump and reach test. However, due to inability to take 
accurate and reliable measurements, several researchers 
have proposed laboratory and field-based methods such 
as force plates and contact mats, to replace the use of 
jump and reach test for measuring athletes’ power and 
strength. However, many athletes tend to be involved 
in sports without identification of their body capacities 
due to issues such as difficulty in acquiring expensive 
equipment and obtaining the involvement of domain 
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experts (Velloso et al., 2013). If athletes are not routinely 
assessed to identify body powers, their performance 
capacities will not be identified properly. Even though 
athletes try to use limited resources, it is crucial to 
perform strength and power jumps in clinically accepted 
procedures because jumps without proper guidance have 
a consequential impact on jump adherence and technique 
(O’Reilly et al., 2017). With the increasing availability 
of portable devices such as laptops and mobile phones 
with sensing features, studies have proposed many 
self-assessment approaches with use of wearable and 
nonwearable sensors. Human action recognition (HAR) 
has attracted the attention of research communities in 
the computer vision area in recent years. Use of action 
recognition has made tremendous progress in the strength 
and conditioning context, such as AI based physical 
fitness training, self-assessment of body capacities, and 
sport-specific movement analysis. The introduction 
of low-cost depth sensors like Microsoft Kinect and 
Orbbec Astra Pro and pose estimation methods such 
as the moveNet model have made the use of human 
action recognition easier. The primary motivation for 
this research study is to propose a solution for athletes 
to routinely self-assess their lower body power and 
strength along with feedback for the correctness of 
counter movement jump (CMJ) and squat jump (SJ) by 
using a full body tracking approach. The goal of this 
research is to reduce the professional involvement for 
physical inspection in the strength and power estimation 
of athletes and minimize the subjectiveness that happens 
when taking measurements.

Related work

Recent technological advances have sparked interest in 
the research community to use different technologies 
in the strength and conditioning context (Gallagher & 
Heymsfield, 2023). Much research has been conducted 
and many commercial applications developed to provide 
virtual physical fitness training. Some of the physical 
fitness solutions that are built without any external 
sensor hardware are Fitness Expert, Adidas micoach, 
Abs & core, AndAndo (Kranz et al., 2013). However, 
there are only a limited number of studies conducted in 
self-assessment of an athlete’s body capacities. Suchomel 
et al. (2016) have presented that an athlete’s muscular 
strength is highly correlated to running, superior jumping 
and other sport specific performances. The related work 
of our study is classified into two categories. Those 
are the studies related to an athlete’s biomechanical 
identification and work related to performance parameter 
identification of athletes. 

Performance parameter identification 

In the local context, the most fundamental method of 
identifying an athletes’ performance is the jump and 
reach test. However, due to inability to take accurate 
and reliable measurements in this method, several 
researchers have proposed laboratory and field-based 
technologies. In a study, Beckham et al. (2012) discussed 
the identification of an athlete’s strength using a force 
platform by considering flight time and net pulse as the 
performance parameters. Even though force plates allow 
the athletes to collect high-quality data such as maximal 
strength, rate of force development, and explosive 
performance, they are complex devices, which makes it 
difficult to master their use in field-based assessments. 
Whitmer et al. (2015) have proposed contact mats to 
estimate athletes vertical jump height. The contact mat 
calculates the vertical jump height similarly to a force 
plate, which is commonly used in laboratory settings. 
Glatthorn et al. (2011) have pointed out that the validity 
of contact mat measurement degrades due to the fact that 
feet are not directly in contact with the sports surface. 
Hence, they have proposed optjump photocells, which 
use the athlete’s jump flight time to calculate jump height. 
An athlete’s device contact time is estimated using the 
time where the laser beam is broken and the flight time 
as the period where the laser beam is broken. However, 
due to the difficulty in handling the proposed devices in 
the field, many studies have focused on inertial sensors. 
Wearable and minimally invasive sensors have seen a 
surge in popularity in recent years, as they can provide 
useful information for athletes’ functional evaluation in 
sports. Risk analysis and performance enhancement can 
be refined through wearable devices in sports applications 
(Franchini et al., 2022). A study has proposed a method 
to predict jump heights, including jumps with simple 
rotations using a single inertial measuring unit (IMU) 
(King & Paulson, 2007). In order to track a full body 
motion, it is required to use several inertial sensors. 
Without the use of markers on the human body, it is now 
possible to analyze the motions of humans in a natural 
context of activity. The development and availability of 
accessible and easy-to-use motion capture technologies 
are aided by these new motion analysis approaches (King 
& Paulson, 2007). According to the literature, most of 
the studies have proposed solutions to identify maximum 
jump height and ground reaction force (GRF). Mascherini 
et al. (2019) have concluded that several parameters 
should be evaluated at the same time as vertical jump 
height in order to have a correct functional assessment of 
athletes and healthy non-sporting subjects. 
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Biomechanical identification 

Biomechanics is the study and science of the way in which 
the structure of biological creatures responds to exterior 
forces and stimuli (Lu & Chang, 2012). Pueo (2016) has 
proposed a method that uses high tech cameras that can 
visualize an athlete in 3D space. Chang et al. (2007) have 
used a 3-axis accelerometer incorporated into a workout 
glove to detect hand movement of weight-lifting athletes. 
In this approach, the accuracy of the exercise is not 
considered. The work is limited only to recognizing the 
exercise based on highest likelihood. In a study, Lu et al. 
(2021) have proposed a method to recognize the human 
lower limb vertical jump phases using bidirectional 
LSTM and convolutional LSTM. This work limits the 
vertical jump phase based on previously trained jump 
phases. Abdur Rahman et al. (2013) have proposed a 
multimedia interactive therapy environment for children 
having physical disabilities. The study focuses only on 
elbow joint variation and compares angle calculation 
with a conventional device called a goniometer. Ding 
et al. (2015) have developed a platform for Free-weight 
Exercise Monitoring using RFIDs, which determines 
what exercise a user is undertaking based on the 
frequency of the weight’s movements. Even though the 
proposed work identifies the free weight exercise, this 
work fails to identify the correctness of the kinematics 
with time. The aforementioned methods have focused on 
movement recognition. Several studies have used skeletal 
point tracking to evaluate certain stances used in sports 
like taekwondo (Fernando et al., 2024) and badminton 
(Krishnaram et al., 2024). However, a mechanism for 
identifying the biomechanics of counter movement jump 
and squat jump using self-assessment technologies has 
not yet been explored. With the invention of the depth 
camera, clear information on 3D structural views was 
received. Cameras with depth sensors such as Microsoft 
Kinect, RealSense, and Orbbec Astra Pro have been 
used for human skeleton joint tracking (Farooq & Won, 
2015). Some studies show the use of multiple cameras 
for motion capture, particularly useful in sports and 
neurorehabilitation settings (Bianchi et al., 2023). 
Sapinski et al. (2019) have proposed a method to recognize 
seven basic emotional states utilizing body movement 
tracked using Microsoft Kinect. Lai et al. (2017) have 
used multiple acceleration sensors and gyroscopes to 
identify body motion patterns. Bajpai & Joshi (2021) 
have proposed a model named moveNet which is a 
predictive 14 neural network that identifies skeleton 
joints of humans. Hence, we intend to evaluate which 
method out of the moveNet model and Orbbec camera 
is best suited for tracking counter movement jump and 

squat jump, and provide a solution to assess lower body 
power and strength at athlete’s own pace, including both 
biomechanics and performance variables.

MATERIALS AND METHODS

As mentioned in the previous section, there are no studies 
that have been conducted using skeleton tracking to 
carry out the biomechanical assessment and performance 
parameters simultaneously to estimate lower body power 
and strength of athletes. One of the main objectives of this 
study is to identify the correctness of countermovement 
jump and squat jump by using a biomechanical model 
in combination with the quantitative measurements for 
power, maximum jump height, ground reaction force, 
and reactive strength index identified, using a model 
named performance parameter model. 

Identify clinically accepted jump biomechanics and 
parameters 

Initially, the clinically accepted procedure of estimating 
athlete body power and strength was obtained by 
referring to the journals suggested by domain experts. 
According to Markovic et al. (2004), countermovement 
jump and squat jump have shown high reliability and 
validity in testing lower limb performance. The jump 
protocol presented by Petrigna et al. (2019) was taken as 
the clinically accepted procedure for a countermovement 
jump and a squat jump. These instructions are transformed 
into an approach which uses the skeleton joint data of an 
athlete. Table 1 represents the derived transformations. 
The left side of the table contains the clinical procedure 
of countermovement jump and the right side represents 
the procedure in terms of skeleton joint variation. 

Skeleton tracking technology selection 

According to the literature, depth cameras and pose 
estimation models have shown a high reliability for 
markerless motion capturing applications (D’Haene 
et al., 2024). In this study both the approaches are 
used to track countermovement jump and squat jump. 
The MoveNet pose estimation model and the skeleton 
tracking algorithm of the Orbbec astra camera was 
chosen to evaluate accuracy for the skeleton tracking 
method. The athlete’s movement along the coronal plane 
is tracked with the variation of x coordinate, movement 
along the sagittal plane is tracked with the variation of y 
coordinate, and the movement along the transverse plane 
is tracked using the z coordinate. In order to determine 
the accuracy of the skeleton detection algorithm in the 
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camera, a code was implemented to calculate the angles 
between the joints. After analyzing the skeleton joint 
angles for the movement of an athlete in the erect position 
(straight knees) and downward movement until the knee 
angles are approximately 90°, it was found that the joint 

values predicted from the skeleton detection algorithm 
in the depth camera was not consistent with the speed of 
the jump. Figure 1 represents the plot of left knee angle 
(red), right knee angle (blue) variations with time and the 
difference of those angles (green). 

Clinical and theoretical evaluation Skeleton point cloud mapping

Biomechanical assessment

Straight legs and spine at start time

A 3D point at tn time in ith joint is noted as

• Consider hip, knee, heel joint points at starting time t0

P t0
left_hip = ( x t0

left_hip , y
 t0

left_hip , z
 t0

left_hip)

P t0
right_hip = ( x t0

right_hip , y
 t0

right_hip , z
 t0

right_hip)

P t0
left_knee = ( x t0

left_knee , y
 t0

left_knee , z
 t0

left_knee)

P t0
right_knee = ( x t0

right_knee , y
 t0

right_knee , z
 t0

right_knee)

P t0
left_heel = ( x t0

left_heel , y
 t0

left_heel , z
 t0

left_heel)

P t0
right_heel = ( x t0

right_heel , y
 t0

right_heel , z
 t0

right_heel)

• Calculate angle between three 3D vectors of hip, knee, heel 

A 3D point at time tn in the ith joint is noted as P

P t0
left_knee  P

 t0
left_hip

P t0
left_heel  P

 t0
left_knee

     

• Calculate the angle between three 3D vectors of hip, knee, heel joints

• Calculate the angle between three 3D vectors of neck

Table 1:	 Transformation of counter movement jump
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Clinical and theoretical evaluation Skeleton point cloud mapping

Biomechanical assessment

Downward movement until knee angles are flexed 

(approximately) 90◦

Check for the maintenance of this posture for at least 2s.

Knee angles are flexed ≅90◦

• Calculate the angle between three 3D vectors of the hip, knee, and heel joints

• Calculate the angle between three 3D vectors of knee, mid spin, neck

• Need to check whether the joint positions are fixed within the considered 

time.

Parameter assessment

Start calculating the time duration between the subject’s 

take-off (t3) and touch down (t4)

Calculate the maximum height jumped 

Calculate the maximum force generated by lower limbs 

during landing

Process y t0
head point coordinates of the head joint

• Identify time t2 when head joint’s y values are changing

• Identify time t3 when head joint’s y value is maximum

• Identify time t4 when heel joint’s y values become stable

Represents the raw data of the head joint’s y plane variation with time when 

Counter Movement Jump is performed

• Calculate the maximum force generated by using following motion equations 

and Newtonian law formula

Acceleration a = F / m, Velocity V = u + at, Displacement s = (1 /2)(v - u)t, 

Power P = FV

Biomechanical assessment

After landing, the end position should be the same as the 

starting.

Since the biomechanical assessment of the end position is similar to the 

starting position, the mapping identified in the starting position will be used in 

this phase
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Since the graphical representation showcases some 
higher angle differences for left and right knee angles, 
the moveNet pose estimation model had better accuracy. 
Figure 4 represents the plot of the left knee angle (red), 
right knee angle (blue) variations with time and the 
difference of those angles (green) by using the moveNet 
model for countermovement jump and squat jump. 
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	 In particular, after calculating joint angles using the 
skeleton point cloud received from the depth camera and 
the moveNet model, we compared the left knee angle and 
the corresponding right knee angle for all frame updations 
N, respectively named LKorbbec, i and RKorbbec, i . 
And the moveNet returned a low average of joint angle 
differences. Hence the moveNet model was chosen for 
tracking the athlete’s skeleton in real time. 

Biomechanical model development 

The rule based approach is used to construct the two 
models, performance parameter model and biomechanical 
model. The main reason for using a rule based approach is 
to capture the knowledge of human experts and journals 
in a specialized domain (sport science) and embody it 
within a computational model. Hence the knowledge is 
encoded as rules. The identified transformations are used 
to develop the biomechanical model. The angle between 
two lines in 2D space is equal to the angle subtended 
by the two vectors which are parallel to those lines. The 
angle between the two vectors a = (x1,y1) , b = (x2,y2) 
are calculated using the equations 2 and 3. 
                                                                                         
 

𝑑𝑑��� =  
∑ ||  𝐿𝐿𝐿𝐿�����,�  −  𝑅𝑅𝑅𝑅�����,� ||�

���  
𝑁𝑁

 

 
𝑎𝑎. 𝑏𝑏 =  |𝑎𝑎|  ∗  |𝑏𝑏|  ∗  𝑐𝑐𝑐𝑐𝑐𝑐 (𝜃𝜃) 

 

𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃)  =
𝑎𝑎. 𝑏𝑏

|𝑎𝑎| ∗ |𝑏𝑏| 

	 …(2) 

                                                		

𝑑𝑑��� =  
∑ ||  𝐿𝐿𝐿𝐿�����,�  −  𝑅𝑅𝑅𝑅�����,� ||�

���  
𝑁𝑁

 

 
𝑎𝑎. 𝑏𝑏 =  |𝑎𝑎|  ∗  |𝑏𝑏|  ∗  𝑐𝑐𝑐𝑐𝑐𝑐 (𝜃𝜃) 

 

𝑐𝑐𝑐𝑐𝑐𝑐(𝜃𝜃)  =
𝑎𝑎. 𝑏𝑏

|𝑎𝑎| ∗ |𝑏𝑏|  	 …(3)

Performance parameter model development 

Movement within sport is considered to measure the 
parameters quantitatively. The concept of linear motion 
is applied to identify the maximum height jumped by the 
athlete. When performing countermovement jump and 
squat jump, it is assumed that all parts of the athlete are 
moved at the same speed during flight time. Newton’s 
second law is used to identify the power generated by 
the athlete. According to the theory, the acceleration 
of an athlete during the flight time of the two jumps 
is proportional to the size of the force and inversely 
proportional to the athlete’s body mass (F = ma). The 
takeoff time is identified using the presence and absence 
of ankle lift. Since the ankle lift movement occurs along 
the y plane, the instance where the values of the ankle 
joint start to change and joint y value comes to the value 
initial state was used. The maximum height jumped by 
the athlete is calculated using a function accepting an 

 

 

 

 

Figure 1:	 Variation of knee angles in low cost depth camera

 

 

 

 

 

 

 

Figure 2:	 Variation of knee angles with time in moveNet model

The depth camera and moveNet model evaluation was 
conducted using an evaluation metric. The sum of all the 
angle differences throughout the movement is calculated 
using the metric. The metric, average joint difference, is 
defined in equation 1, 
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array of values for ankle joint y plane variation, takeoff 
time, flight time and scale as inputs. The average of 
left ankle variation and right ankle variation is taken 
as the maximum height. The following equations are 
used to calculate performance parameters: Power = 

Energy/time, Reactive strength index = jump height/
time for jump, Upward acceleration = jump height / 
(time for jump * 2) , and GRF = (Upward acceleration * 
weight) + (weight * 9.8) 

 

 

 

 

 

 

 

Figure 3:	 Overview of the research workflow

High-level research design 

The proposed solution is a combination of biomechanical 
assessment and performance parameter assessment. These 
two assessments are performed by developing two rule-
based models separately. The high level architecture of 
this study depicts the step-wise procedure of concluding 
the study. Finally, the two models are fine-tuned based 
on the feedback from domain experts. The Figure 3 
represents the overview of the research workflow. 

Athlete classification based on sport domain 

This stage represents an application of the use of power 
and strength calculated from the proposed system. 
According to previous studies, athletes have shown 
different strength and power levels based on their sport 
domain. In this study, Kmeans clustering was used to 

identify whether there is a clear separation of athletes 
based on their strength and power values. The reason for 
the use of K-means algorithm is its adaptation to new 
examples and its ability to warm-start the positions of 
centroids.

RESULTS AND DISCUSSION

As discussed, both the biomechanical assessment and 
performance parameter assessment are focused in this 
study. The skeleton joint variation obtained from the 
moveNet pose estimation model is used as input for the 
biomechanical model and performance parameter model. 
When the model is executed, it continuously returns the 
joint values at 30+ FPS as lists for each joint updation, as 
shown in Figure 4 below.  Each list has 17 array values 
representing each joint. The code outputs an athlete’s 
video along with the correct skeleton joints. 
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Figure 5:	 Computational output for an athlete’s counter-movement jump

Finally, the joint values received from the moveNet 
model are fed into the performance parameter model 
and biomechanical model. Additionally, the athlete’s 
body weight needs to be taken as an input to measure 
performance parameters. The parameters that have 
been calculated are ground reaction force, maximum 
jump height, power, and reactive strength capacity. In 
addition to these parameters, jump status is identified. 
The computational output of a Netball player when 
performing countermovement jump is represented in 
Figure 5

	 The accuracy of the proposed system is identified 
with the involvement of domain experts. A set of subjects 
were evaluated as they performed the CMJ and SJ in front 
of the camera and the domain experts. The evaluation 
results obtained from the system are compared with the 

evaluation results of a domain expert to conclude how 
accurate the system output is. Domain experts observed 
the jump and clinically analyzed the accuracy of the 
jumps. Further, the strength and power measurements 
were taken with the help of a sport instructor. Then the 
results of our study were compared against the expert 
opinion and the model fine tuned. 

Subjects 

	 Twenty five (25) subjects including 10 male athletes 
(university hockey team) and 14 female athletes 
(university netball team), 20 - 25 years of age, were 
enrolled to volunteer for the model evaluation. The 
average age of subjects is 23.7. The selection was done 
with the help of a domain expert. 

 

 

 

 

 

 

 

 

 

 

Figure 4:	 A snapshot of the MoveNet model outputs for CMJ running at 30+ FPS
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Jump protocol 

An indoor space at the sports complex of the University 
of Colombo was used for experimental tests. Since 
the moveNet model produces only sagittal (x) plane 
and coronal (y) plane values, to avoid the effect from 
transverse (z) plane variation, the athlete was asked to 
perform the jumps at a predefined position where the 
distance between the camera and the subject was 2 m 
and camera was placed 65 cm above and parallel to the 
floor. At the beginning, the weight of each subject was 
measured and they were asked to warm up for 5 minutes. 
And then they were instructed to perform counter-
movement jump and squat jump barefoot. While athletes 
perform jumps one after the other, the jump height was 
measured using a tape attached to the wall. Athletes were 
asked to apply some liquid in their hand and were asked 
to touch the wall at their maximum jump point. The 
difference between normal touch point and maximum 
touch point was taken as the ground truth for maximum 
jump height parameter. 

Evaluation of the biomechanical model 

In this research a confusion matrix-based evaluation 
was used to clarify the accuracy of the biomechanical 
model. The model was evaluated separately for counter 
movement jump (CMJ) and squat jump (SJ). Then the 
model was fine-tuned based on domain expert opinion 
and was re-evaluated. Subjects are binary classified based 
on the correctness of their jump. Thus the confusion 
matrix presents four possible outcomes derived by 
comparing model output and domain experts feedback. 
The following is the list of terminology used in the 
confusion matrix. 

True Positive (TP) - the case where the model output is 
that subject performs the jump correctly and the domain 
expert confirms the subject actually does. 

	 True negative (TN) - the case where the model output 
is that the subject does not perform correctly and the 
domain expert confirms that the subject actually does not 
perform correctly. 

	 False positive (FP) - the case where the model output 
is that the subject performs correctly and the domain 
expert clarifies the subject does not perform correctly. 

	 False negative (FN) - the case where the model output 
is that the subject does not perform jumps correctly 
and the domain expert clarifies the subject performs 
correctly.

	 The confusion matrix for CMJ and SJ of the 
initial evaluation, the accuracy of the biomechanical 
model for CMJ before fine tuning is 79.2% and the 
mis-classification rate is 20.8%. The accuracy of the 
biomechanical model for SJ before fine tuning is 83.3% 
and the mis-classification rate is 16.7%.

	 To achieve better accuracy, the biomechanical 
model was fine-tuned. According to the domain expert 
feedback, an additional rule was added to the model 
where it checked the forward-leaning of athletes. The 
confusion matrix for the fine-tuned model is represented 
in Table 2 and Table 3 respectively. The accuracy of the 
biomechanical model for CMJ after fine tuning is 91.7% 
(8+14) / 24*100%) and the mis-classification rate is 
8.3% (1+1) / 24*100%).  The accuracy of the model for 
SJ after fine tuning is 95.8%  (10+13) / 24 * 100% ) and 
the mis-classification rate is 4.2% (0+1)/24* 100%).

Table 3:	 Confusion matrix for sj after model fine tuning

                                               Computational output

Domain expert 
opinion

Positive (correct jump) Negative (incorrect jump)

Positive (correct jump) TP = 10 FN = 1

Negative (incorrect jump) FP = 0 TN = 13

                                                Computational output

Domain expert 
opinion

Positive (correct jump) Negative (incorrect jump)

Positive (correct jump) TP = 8 FN = 1

Negative (incorrect jump) FP = 1 TN = 14

Table 2:	 Confusion matrix for cmj after model fine tuning
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Evaluation of the performance parameter model 

In this research, an athlete’s four parameters were 
identified using skeleton joint variation. Those are the 
power, maximum jump height, reactive strength capacity, 
and GRF. The maximum jump height parameter is 
evaluated by comparing the value given by the proposed 
system and the value calculated using the jump and reach 
test where a measuring tape was attached to the wall and 
the athlete was asked to touch the maximum reach point. 
The average standard error between the computed values 
and clinical methods is used to evaluate the performance 
parameter model. The calculated absolute standard error 
for jump height variable is 0.88 cm. In the performance 
parameter model, parameter values are estimated only if 
the biomechanical model detects that an athlete’s jump 
has an accurate jump movement. 

Athlete classification based on sport domain 

This phase is an application of the data computed using 
the proposed models. All the data of athletes whose 
jump status was identified as correct were considered for 
classification. K means clustering was applied to cluster 
athlete data. Figure 6 represents the two clearly separated 
clusters. When manually analyzed, it can be seen that 
red spots represent the hockey players and purple spots 
represent the netball players. 

Figure 6:	 Classification of hockey players (red) and netball players 
(purple) using power and maximum jump height

 

 

 

 

 

 

 

 

 

 

Based on the available literature, this is a novel approach 
to identify body power and strength in athletes using 
skeleton tracking. A rule-based model was created to 
identify the counter movement jump and squat jump 
accuracy of athletes and to quantitatively measure 
power, reactive strength capacity, maximum jump height 
and ground reaction force simultaneously. The first 
objective of this research is to identify an appropriate 
skeleton tracking technology to accurately track counter 
movement jump and squat jump. In this research a 
low-cost depth camera named Orbbec Astra Pro and a 
pose estimation model named moveNet were evaluated 
for skeleton joint tracking. Based on the accuracy, the 
moveNet pose estimation model was chosen for skeleton 
joint tracking of athletes. The next objective of this study 
is to investigate how skeleton joint data can be used to 
measure body assessment parameters used in strength and 
power estimation. Initially, knowledge about clinically 
and medically accepted procedures for determining 
power and strength was obtained through literature. Then 
transformations were used to convert clinical approaches 
to a method that used skeleton joint variation with time. 
Two-rule based models were proposed based on the 
derived transformations to identify athletes performance 
parameters and biomechanics respectively. After fine 
tuning the biomechanical model, an accuracy of 95.8% 
and a mis-classification rate of 4.2% was achieved. 
Hence, better accuracy was able to be achieved in the 
biomechanical model. An additional rule was added to 
the model based on the domain expert’s feedback. In 
the performance parameter model, the maximum jump 
height was estimated with a standard error deviation 
of 1.7 cm. However, the standard error deviation is 
comparatively higher than the approaches proposed by 
O’Reilly et al. (2017) and Kranz et al. (2013). In this 
study only the athlete’s jump height could be evaluated 
due to the unavailability of force plates in local context 
to test GRF and other two parameters. 

CONCLUSION

Identification of body power and strength is a widely 
discussed topic in the field of sports science. The most 
frequently used vertical jump tests to assess body 
capacities are countermovement jump and squat jump. 
This research was focused on identifying athlete body 
power and strength using skeleton joint tracking which 
can be handled at the athlete’s own pace. The system 
demonstrates a high level of accuracy in identifying 
athlete biomechanics, achieving 91.7% accuracy for 
countermovement jumps and 95.8% accuracy for squat 
jumps. This shows that the model is reliable and effective 

According to Thomas et al. (2017), netball players have 
been classified as strong and weak based on their power 
and jump height values. Our study used these parameter 
values as a reference to classify athletes based on their 
parameter values calculated using our proposed solution. 
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in analyzing and distinguishing the biomechanics of the 
mentioned jumps performed by athletes. The model’s 
ability to measure maximum jump height with a standard 
error of 0.88 cm suggests a high degree of precision. This 
study also gives insights into different athletes showing 
different body power and strength levels based on the 
sport. A clear classification can be observed in body 
power and strength levels of netball players vs hockey 
players.

	 Furthermore, this model can be used in connection 
with learning approaches such as machine learning along 
with some additional data such as body temperature, and 
heart rate to identify more hidden patterns and information 
in athletes’ performances.  Future work should explore 
methods to enhance the 3D spatial accuracy of the 
model for better capturing and analyzing the athlete’s 
movements. Additionally, the proposed system can be 
developed into a user application that is compatible with 
a portable device such as a laptop or a smartphone.
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Abstract: Aptamers are single-stranded DNA (ssDNA) affinity 
reagents capable of substituting conventional antibodies in 
processes of molecular recognition. Their higher affinities, 
lower costs of production and longer shelf lives of aptamers are 
making them increasingly popular and replacing conventional 
antibodies in the fields of diagnostics and therapeutics. 
Systematic evolution of ligands by exponential enrichment 
(SELEX) is a well-established and efficient technology for 
generation of aptamers with high affinity against various targets 
including whole cells, isolated proteins, and small molecules. 
This study is the first to report efforts in exploring SELEX for 
isolating protein-binding aptamers using a quantitative PCR and 
NGS-based approach in a local context. A low-cost selection 
platform was developed by coating microwell plates with human 
serum albumin, the target protein of interest, for quantitative 
and qualitative solid phase immunoassays. Changes in affinity 
and diversity were monitored through analysis of amplification 
plots, melt curves, remelt curves and high-resolution melt 
curve (HRM). Following eight selection cycles, the enriched 
DNA was subjected to high-throughput sequencing, and the 
two most abundant sequences were identified. The sequences 
were evaluated through in-silico binding assays, which resulted 
in comparable binding affinities expected for aptamers. Among 
the monitoring techniques, the amplification curve analysis 
was a valuable tool in understanding changes in pool affinity. 
Although the melt curve initially lacked sufficient resolution 
in the  early stages of SELEX, the re-melt curve and HRM 
analysis accurately reflected pool diversity during this time. 
Thus, we demonstrate that it is feasible to use locally available 
technology for the successful development of aptamers. This 

highlights the potential to produce affinity reagents locally on a 
commercial scale in the future.

Keywords: PCR, protein binding aptamers, SELEX platform.

Introduction

Aptamers are single-stranded deoxyribonucleic acids 
(ssDNA) or ribonucleic acids (ssRNA) that can bind 
target molecules with high affinity and specificity. 
Depending on the sequence of nucleotides, aptamers 
can fold into unique and distinct three-dimensional 
conformations, which can bind to target molecules with 
high affinity and selectivity. Systematic evolution of 
ligands by exponential enrichment (SELEX) is a well-
established technology for generating synthetic DNA 
and/or RNA molecules with high affinity against various 
targets, including whole cells, isolated proteins, and small 
molecules. These designer DNA or RNA molecules are 
alternatives to antibodies in developing theranostics in 
biomedical research (Ellington & Szostak, 1990; Tuerk 
& Gold, 1990).

	 Aptamers offer significant advantages over antibodies 
in many aspects. They can be developed against almost 
any target. Moreover, their high thermal stability, 
relatively high resistance to both biological and chemical 
degradation, and low cost of production are just a few 
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of the many superior qualities, which make aptamers 
preferable to antibodies (Famuko et al., 2007).  

	 Aptamer research is a fast-developing field with an 
annual revenue valued at USD 151 million in 2021 and 
projected to reach USD 342 million by 2026 (Markets & 
Markets, 2022). Despite this significant global trend, Sri 
Lanka is lagging behind in aptamer research even though 
the country possesses adequate technology to engage in 
SELEX and aptamers. This paper discusses the initial 
efforts and challenges in the establishment of the SELEX 
platform for the first time in Sri Lanka, paving the way 
for the future development of a wide array of aptamers 
with applications in both diagnostics and therapeutics. 

Materials and methods

Design and preparation of ssDNA library

The initial library design was based on the work published 
by Percze et al. in 2017. A 50 pmol sample of the library 
was dissolved in 100 µL of selection buffer and the 
solution incubated at 95 °C for 5 min in a heat block. The 
heated library was then immediately cooled by placing 
it on ice for 15 min. Prior to binding, the library was 
allowed to equilibrate to room temperature. 

Optimization of PCR for amplification of ssDNA 
library

All PCR reactions were conducted in a volume of 20 µl. 
An initial denaturing step at 95 °C for 5 min was followed 
by twenty cycles of the standard PCR protocol, with a 
denaturing step at 95 °C for 10 s, an annealing step at 
63 °C for 10 s, and an extension step at 72 °C for 10 s. A 
final extension step was performed at 72 °C for 1 min.

	 The optimized conventional PCR cycling parameters 
and reagent concentrations/volume were used as a 
baseline for the optimization of quantitative PCR. 
Template concentrations ranging from 1µM to 10-8µM 
were tested. 

Optimization of biotin/streptavidin-based ssDNA 
generation

Following this procedure, streptavidin-coated magnetic 
Dyna beads (MagSi-STA by Magtivio) were used for the 
generation of single-stranded DNA.

	 A 100 µl sample of the PCR product was added to 
prepared beads and pulse vortexed for 10 s and then 

incubated at room temperature for 30 min. The solution 
was then briefly centrifuged, and the supernatant 
discarded. Next, 250 µl of water was added, pulse 
vortexed, briefly centrifuged, and the supernatant 
discarded to remove unbound sequences. The beads were 
then resuspended in 5 µl of 0.15M NaOH and incubated 
for 3 min. The supernatant was carefully separated and 
neutralized with 2.5 µl of 0.3M HCl. The solution was 
then stored at 4 ⁰C until further use. 

	 Generation of ssDNA was confirmed through 4% 
agarose  gel electrophoresis (50V for 60 min).

Selection procedure/target binding assay

A 50 pmol (50 µl of 10 µM) sample of the library was 
dissolved in 100 µl of binding buffer. The library solution 
was heat-denatured and snap-cooled in ice for 15 min. 
Before binding, the library was allowed to equilibrate to 
room temperature. 

	 The prepared library was added to human serum 
albumin (HSA) (Sigma Aldrich) coated microtiter plate 
wells and incubated for 1 h. The supernatant was then 
removed, and the wells were washed thoroughly three 
times with 200 µl of PCR grade water to remove any 
unbound sequences. 

	 Elution of bound sequences was conducted using a 
Qiagen DNA mini kit with slight modifications described 
below.

	 To a sample well, 100 µl of buffer ATL was added and 
incubated at room temperature for 30 min with occasional 
vortexing. Next, 100 µl of buffer AL was added and 
thoroughly mixed by vortexing for 15 s. The mixture 
was then incubated for 10 min at room temperature. 
A 200 µl volume of absolute ethanol was added to the 
well and vortexed for 15 s. The mixture was then placed 
in a minicolumn provided by the manufacturer and 
centrifuged at 6000 x g for 1 min. The flow-through was 
discarded and the column was placed in a new collecting 
tube. A volume of 500 µl of buffer AW1 was added and 
centrifuged at 6000 x g for 1 min. The flow-through was 
discarded and the column was placed in a new collecting 
tube. Next, 500 µl of buffer AW2 was added and the 
tube was centrifuged at 20,000 x g for 3 min. The flow-
through was discarded and the column was placed in a 
new collecting tube. Finally, 100 µl of PCR grade water 
was added, incubated for 1 min and centrifuged at 6000 
x g for 1 min. The flow-through was carefully separated 
and stored at 4 ⁰C until further use.  
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SELEX Cycle 
number

Num. of 
washes

Incubation 
time (minutes)

Incubating 
temperature (⁰C)

Use of shaking 
platform

I 1 60 25 No

II 2 45 25 No

III 3 45 45 No

IV 4 30 45 No

V 5 15 45 Yes

VI 6 15 45 Yes

VII 6 10 45 Yes

VIII 6 10 55 Yes

Table 1: Stringency changes across SELEX cycles

Conducting SELEX cycles

A SELEX cycle involves incubating the prepared library 
with the target, extracting the bound fraction, PCR 
amplifying the bound fraction, and generating ssDNA. 
The stringency of each cycle of SELEX was gradually 
increased to isolate stronger binders for the target. 
Stringency improvement was achieved  through two 
main aspects: (i) changes in selection conditions, and (ii) 
inclusion of negative selection cycles.

	 Changes in time, temperature parameters, and the 
number of washes were the main approaches to improving 
stringency during selection (see Table 1). In addition, 
as higher cycle numbers were reached, incubation was 
done on a shaking platform with the frequency gradually 
increasing with each cycle.

Monitoring SELEX process

Quantification of the bound fraction

A real-time PCR assay was developed to quantify 
target-bound oligonucleotides from each SELEX cycle. 
Quantitative PCR was performed on the Rotor Gene 
Q PCR system with a reaction volume of 20 µl. The 
reaction mixture consisted of 10 µl of x2 SYBR Green 
PCR Master mix, 2 µl of 10 µM unlabeled forward and 
reverse primers, and 2 µl of DNA template (target-bound 
oligonucleotides washed after each cycle). Two dilutions 
of 104-fold and 105-fold per sample were analyzed, 
each in duplicates for SELEX cycles II-IV. For SELEX 
cycles 5 and 6, 105-fold and 106-fold dilutions were used, 
respectively. The cycling conditions were pre-incubation 
at 95 ⁰C for 5 minutes, initial denaturation at 95 ⁰C for 
10 s, annealing at 63 ⁰C for 10 s, and extension at 72 ⁰C 
for 10 s concluded by a final elongation at 72 ⁰C for 
1 min. 

Melt curve analysis

PCR-amplified products from each SELEX cycle 
were subjected to gradual melting in the quantitative 
PCR system. For analysis, the sample temperature 
was gradually increased from 50 ⁰C to 95 ⁰C at a step 
rate of 0.3 ⁰C/min. Changes in fluorescence intensity 
were monitored continuously, and melting peaks were 
calculated with the cycler software (Rotor-Gene Q 
software).

NGS sequencing

The aptamer pools were amplified by PCR and NGS 
libraries were prepared by nick repair and barcoding 
using IonXpress™ barcode adapters (ThermoFisher 
Scientific, USA). The NGS templates of the libraries 
were prepared by clonal amplification of barcoded 
libraries using the Ion OneTouch™ 2 System. The 
amplified libraries were enriched using the Ion One 
Touch ES enrichment system, and the template positive 
ion sphere particles were loaded onto an Ion 540 chip 
and sequenced using the Ion Genestudio S5 system at 
Genelabs Medical (Pvt) Ltd., Sri Lanka. The Ion Torrent 
Suite™ software was used for data analysis including 
the generation of the Fastq file, which was used for 
further downstream analysis.

In silico target binding assay

3D structures of the first two aptamer sequences derived 
from the sequencing results were generated using the 
Builder GUI menu in PyMOL 2.5.4 (http://www.pymol.
org). The sense DNA strands were folded using sculpt 
models and the generated files were exported as PDB files. 
The plasma-derived human serum albumin was selected 
as the target protein and its PDB file was downloaded 
from the protein data bank (5z0b; https://www.rcsb.
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org/ structure/5z0b). The sequence TCGTCTGCTCCG 
TCCAATACCCCCGGCTTTGGTTTAGAGGTAGTT 
GCTCATTACTTGTACGCTCCGGATGTTTGGTG 
TGAGGTCGTGC-3’ was used as the reference sequence. 
The ZDOCK server1 was used to identify aptamer-
protein binding. The PDB files of the aptamers and target 
proteins were submitted to the ZDOCK server. All amino 
acids in the target protein were selected for the analysis, 
and the probable binding complexes were determined 
with the ZDOCK score. Further, the likelihood of the 
sequences being aptamers was measured using the PPAI 
web server2 and prediction scores were calculated using 
the optimal threshold value of 0.44 to predict true protein-
aptamer pairs.

Comparative wet lab binding assay

A selection platform for ssDNA aptamers was prepared 
by immobilizing HSA in microtiter plate wells (Nunc-
Immuno™ Microtiter™ 96 well solid plates – Thermo 
Scientific).

	 An unselected DNA aptamer library was used as the 
negative control and the HSA binding ssDNA sequence, 
reported in the literature (referred to as aptamer 1), was 
used as the positive control.  

	 A 2 µl sample of a 1000 pmol/µl library was dissolved 
in 98 µl of binding buffer to prepare a 100 µl solution 
of 20 pmol/µl. The diluted library was then incubated at 
95 ⁰C for 5 min in a heat block and immediately cooled 
by placing it on ice for 15 min. The library was allowed 
to equilibrate to room temperature, before binding.  

	 A 200 pmol (20µl of 100 pmol/µl) sample of aptamers 
1 (positive control) and 2 (test sequence) were dissolved 
separately in 80 µl of binding buffer to prepare a 100 µl 
solution of 20 pmol/µl. The aptamer solutions were then 
incubated at 95 ⁰C for 5 min in a heat block and then 
immediately cooled by placing it on ice for 15 min. 
Before binding, the aptamer solutions were allowed to 
equilibrate to room temperature.  

	 The controls and test samples were incubated in the 
albumin-coated plates on a shaking incubator for 30 min 
at room temperature.

	 A 50 µl sample was aspirated from each well and 
stored at 4 °C until further use. The already optimized 
real-time PCR assay was used to quantify ssDNA before 
and after binding.

Results and Discussion

Optimization of PCR for amplification of ssDNA 
library

A template concentration of 1x10-4 µM was identified as 
the ideal concentration for obtaining a well-defined band 
on the agarose gel. An annealing temperature of 63 °C 
produced clear bands  after twenty rounds of standard 
PCR cycles (Figure 1).

Optimization of quantitative PCR for amplification 
of ssDNA library

The optimized conventional PCR cycling parameters 
and reagent concentrations/volume provided efficient 
amplification in the quantitative PCR setup at template 
concentrations of 1x10-4µM (Figure 2).

Melt curve analysis

The melt curve analysis of PCR amplified products from 
each SELEX cycle (I to VIII) demonstrated a narrowing 
of peaks and a shift in peak towards higher temperatures 
indicating a reduction in pool diversity (Figure 3).

In silico target binding assay

Both sequences selected through NGS data analysis 
yielded comparable ZDOCK scores (Table 2) and 
interactions with HSA protein (Figure 6). The PPAI 
server analysis for the two sequences yielded a score of 
0.47 predicting the sequences as probable binders for the 
defined target.

Figure 1:	 Gel electrophoresis in 4% agarose. Lane 1: empty lane, 
Lane 2: 10 bp ladder, Lane 3: dsDNA of cycle VII, Lane 4: 
dsDNA of cycle 8, and Lane 5: ssDNA of cycle 8.
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standard curve (Supplementary Figure 1) generated 
for serial dilutions of the ssDNA library. The threshold 
cycle numbers from three independent experiments were 
averaged, and the standard deviation was calculated for 
each concentration analyzed (Table 4).  

 

 

Melt curve analysis 

The melt curve analysis of PCR amplified products from each SELEX cycle (I to VIII) 

demonstrated a narrowing of peaks and a shift in peak towards higher temperatures indicating a 

reduction in pool diversity (Figure 3). 

 

Figure 3. Melt curve analysis of SELEX cycles III to VIII 
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Figure 3:	 Melt curve analysis of SELEX cycles III to VIII

 

Figure 4. Re-melt curve analysis of SELEX cycles I-VIII 

 

 

Figure 5. Normalized HRM analysis of SELEX cycles I-VIII 
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Figure 4:	 Re-melt curve analysis of SELEX cycles I-VIII
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Figure 5:	 Normalized HRM analysis of SELEX cycles I-VIII
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dsDNA of cycle VII, Lane 4: dsDNA of cycle 8, and Lane 5: ssDNA of cycle 8. 

 

Optimization of quantitative PCR for amplification of ssDNA library 

The optimized conventional PCR cycling parameters and reagent concentrations/volume provided 

efficient amplification in the quantitative PCR setup at template concentrations of 1x10-4µM 

(Figure 2). 
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Figure 2:	 Amplification curves for dilutions of ssDNA library

Wet lab analysis

The respective Ct values obtained for original and post 
incubation ssDNA are presented in Table 3.

	 The DNA concentrations were calculated using a 

Sequence Count ZDOCK score PPAI results

Prediction result a Prediction score b

Seq 1 AGAGGAAAGCGGAGGCGTAGTGGTT 123 1067.844 Yes 0.47

Seq 2 CCCATAGAGAGGAAAGCGGAGGCGTAGTGGTT 85 1190.363 Yes 0.47

a Prediction result (‘yes’ represents that it is an aptamer, and ‘no’ represents that it is not an aptamer)
b Prediction score (the probability that the sequence is an aptamer)

Table 2:	 Sequences of selected aptamers, their frequencies, ZDOCK, PPAI results
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Figure 6:	 3-D modelling and ZDOCK interaction of selected DNA 
sequences with target protein HSA. 

(A)	 scrambled unrestricted structure of aptamer sequence 01 
(B)	 ZDOCK interaction of sequence 01 with albumin 
(C)	 scrambled unrestricted structure of aptamer sequence 02 
(D)	 ZDOCK interaction of sequence 02 with albumin
(E)	 scrambled unrestricted structure of control sequence
(F)	 ZDOCK interaction of control sequence with albumin.

Both sequences selected through NGS data analysis yielded comparable ZDOCK scores (Table 2) 

and interactions with HSA protein (Figure 6). The PPAI server analysis for the two sequences 

yielded a score of 0.47 predicting the sequences as probable binders for the defined target.  
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b Prediction score (the probability that the sequence is an aptamer) 
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ZDOCK interaction of sequence 02 with albumin (D), scrambled unrestricted structure of control 
sequence (E), ZDOCK interaction of control sequence with albumin (F). 

Table 3:	 DNA concentration and Ct values for samples at pre-
incubation and post-incubation

Series 
number

Content Ct ΛCt

1 Positive control/Aptamer 1 (Pre 
incubation)

22.531 ~3

2 Positive control/Aptamer 1 
(Post incubation)

25.421

3 Test sequence/Aptamer2
(Pre incubation)

18.737 ~1

4 Test sequence/Aptamer 2 (Post 
incubation)

19.884

5 Negative control/Library 
(Pre incubation)

15.711 ~0

6 Negative control/Library (Post 
incubation)

15.593

Table 4:	 Average threshold cycles and standard deviation for ssDNA 
library dilutions

DNA 
concentration 

(μM)

Negative logarithmic 
derivative of concentration

Average 
Ct’

SD

1x10-8 8 19.40 6.6

1x10-7 7 14.27 1.1

1x10-6 6 12.20 2.9

1x10-5 5 11.10 4.0

1x10-4 4 10.34 3.8

Monitoring SELEX is crucial to ensure the isolation of 
aptamer sequences with high affinity and specificity 
towards a defined target. In this experiment, an aptamer 
library was enriched towards human serum albumin 
through eight cycles of SELEX. The process utilized 
real-time PCR-based approaches for both amplification 
and monitoring. Amplification plots were considered 
in affinity assessments of aptamer pools from cycles I 
to VIII. The first reported use of quantitative PCR in 
SELEX monitoring was by Adali et al. (2013) where 
the selected fraction of aptamers in every cycle of 
SELEX was quantified. The optimized qPCR allowed 
for the detection of aptamers ranging from 5 pg to 
0.02 pg with a 98.7% efficiency (Adali et al., 2013). 
In contrast, comparison studies by Mencin et al (2014) 
using non-saturating SYBR Green based quantification 
revealed some significant drawbacks of the assay. The 
higher affinity of SYBR Green towards AT compared to 
GC resulted in a low copy number when selection was 
directed towards GC-rich motifs enrichment. This effect 
was even more prominent in the latter cycles of SELEX 
giving a fourfold difference compared to the fluorescence-
based assay results. This study highlights the usefulness 
of a saturation dye for ssDNA quantification in SELEX 
experiments (Mencin et al., 2014). Our experiment 
targeting HSA used saturating SYBR green (Promega) 
for the generation of amplification signals since the final 
sequence was not known at the start of the experiment. 
The initial cycle of SELEX is known to yield minimal 
sequences demonstrating a drastic reduction in DNA 
quantity (Mencin et al., 2014; Song et al., 2017). Our 
findings were in agreement with this, demonstrating 
extremely low bound fractions in SELEX cycle I. 
However, from cycles II to VIII, a gradual increase in 
the bound fraction was observed, reflecting a gradual 
increase in the pool’s affinity towards the target.
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Dynamics of diversity changes across the SELEX process 
were evaluated through melt curve, re-melt curve, 
and HRM analysis. Melt curve analysis is frequently 
used to assess RT-PCR amplicon length and product 
purity in dye-based RT-PCR assays. The melt profile 
and dissociation kinetic properties of double-stranded 
DNA depend on factors such as sequence composition, 
length and concentration of products. This approach 
has been explored as a monitoring tool for SELEX to 
determine reductions in diversity across advancing 
selection cycles. Theoretically, a near Gaussian peak is 
expected for the melting profile of the library, where 
narrowing of the peak is expected with advancing 
cycles due to the reduction of diversity. In a comparison 
study of monitoring approaches, Mencin et al. (2014) 
observed this phenomenon starting with a library of 
a normal distribution, with a gradual reduction of the 
peak width occurring up to cycle four. In subsequent 
cycles, well defined melting peaks were observed and 
the peaks of cycles seven and nine were almost super 
imposed, reflecting the convergence of library diversity 
towards a specific sequence. Our experiment targeting 
HAS used melt curve analysis, which revealed a gradual 
convergence of melt profile peaks towards a specific 
temperature. A bimodal distribution was observed in 
SELEX cycles III-VIII as exemplified in many previous 
reports of melt curve analysis (Mencin et al., 2014; Luo 
et al., 2017; Song et al., 2017). A gradual increase in 
peak temperature was observed across SELEX cycles 
confirming a reduction in pool diversity.

	 Vanbraband et al. (2014) reported the use of 
melting curve analysis after a short re-annealing step 
known as remelt curve analysis (rMCA) as a useful 
tool for diversity analysis in enrichment monitoring. 
Conventional melt curves of the amplified products were 
obtained by increasing the temperature from 60 °C to 
95 °C. Reannealing was performed at 70 °C for 1 minute 
followed by a second melting analysis (remelting) from 
70 °C to 95 °C at 0.5 °C/s. During this stringent re-
annealing phase, both hetero- and homoduplexes were 
formed with their proportions depending on the sequence 
diversity. As the diversity of SELEX pools decreased, 
more homoduplexes were observed in the reannealing 
phase shifting the obtained rMCA melting temperatures 
and providing crucial information on enrichment in 
terms of diversity (Vanbraband et al., 2014). In contrast 
to Vanbraband’s findings our study in the temperature 
range of 70 °C to 95 °C revealed a single peak. However, 
across SELEX cycles a clear shift in peak temperature 
was observed reflecting pool enrichment. These changes 
were evident in the initial stages of SELEX highlighting 
the importance of remelt curve analysis as a monitoring 
tool over conventional melt curve analysis.   

HRM analysis is an advanced version of conventional 
melt curve analysis where sequence-related melting 
profiles revealing single nucleotide changes are generated 
(Farrar et al., 2017). Unlike the classical melt curve, HRM 
analysis monitors melting differences in temperature 
gaps of less than 0.5 °C, generating a comparatively 
higher density of data points per 1 °C. Such enriched 
data can provide information on subtle differences in 
sequences. The use of HRM analysis and the availability 
of HRM data on the library behavior across SELEX 
cycles are sparse. This experiment presents early reports 
on using HRM analysis as a monitoring tool. Melting 
profile changes were observed even in the early stages of 
SELEX with HRM, whereas conventional amplification 
plots or melt curve analysis failed to detect such early 
changes. A gradual shift in the melting profile further 
reflected the gradual enrichment of the library pool.

	 The affinity was monitored based on unbound fraction 
determination. This method of affinity determination was 
employed to avoid practical limitations associated with 
determinations of the bound fraction of aptamers. Such 
bound fraction quantifications require the separation of 
the aptamer-target complex from the binding platform 
and/or isolation of DNA from the target, both of which 
carry risks of yielding lower quantities of aptamer, 
thereby affecting the final affinity calculations. In 
contrast, determination of original and unbound aptamer 
concentrations could be conducted by directly sampling 
the original and unbound solutions, thereby allowing for 
a more accurate measure of affinity.   

	 The ssDNA library used as the negative control 
produced similar Ct values for both initial incubating 
and unbound fractions implying that negligible binding 
has occurred and that the concentration of the initial 
incubating DNA and final unbound fractions remained  
consistent. The positive control in this experiment 
had a Ct of 22.5 (rounded to the first decimal) for the 
initial incubation concentration. The Ct value for the 
post-incubation eluted sample was 25.4, resulting in a 
Ct difference of nearly 3, suggesting  that a significant 
amount of the initial incubating DNA had bound to the 
coated well. The Ct difference for the test sequence used 
was 1.2 (Table 3) indicating a significant binding of the 
test sequence compared to the negative control.

	 The first round of NGS on the aptamer library 
selected from the final SELEX cycle identified 540 
potential sequences of aptamers. Among these, there 
were 432 unique sequences each appearing once, 36 
unique sequences appearing twice, and approximately 
40 sequences appearing three or more times (see 
Supplementary Table 1). This is consistent with previous 
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literature on NGS results from final SELEX cycles 
targeting various protein targets where over ≈100 
different sequences have been identified as potential 
binders (Schütze et al., 2011; Stoltenburg & Strehlitz, 
2018; Cho et al., 2010). Two sequences with the highest 
frequencies were selected for further in silico testing.

	 Both sequences yielded comparable ZDOCK scores, 
with the probability of the selected sequences being an 
aptamer identified as 0.44 for each. The PPAI server 
predicted the two sequences as probable.

Conclusion

The PCR system allows for both pool amplification 
and monitoring of SELEX, simultaneously. Among the 
monitoring techniques, the amplification plot analysis 
has revealed a valuable tool in understanding pool affinity 
changes. Additionally, melt curve, re-melt curve and 
HRM analysis have provided insights into pool diversity 
across SELEX. Although the melt curve lacked sufficient 
resolution during the initial stages of SELEX, the re-
melt curve and HRM analysis accurately reflected pool 
diversity changes during these early stages. Sequencing 
results from NGS analysis reflected this enrichment of 
the aptamer library, resulting in a binding sequence with 
comparable binding affinity.

	 Therefore, the authors suggest the possibility of 
using local resources to identify protein binding DNA 
aptamers. They further recommend improvements to 
the SELEX procedure by utilizing NGS analysis during 
the early cycles to achieve better selection. Finally, they 
suggest further characterization of selected sequences 
through association/dissociation kinetic assessments.         
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Abstract: Personalized treatment and remote monitoring have 
been made possible by the quick uptake of internet of medical 
things (IoMT) devices, which have completely changed the 
healthcare industry. That being said, there are a lot of security 
and privacy issues with this expansion. While resolving certain 
privacy issues, current federated learning techniques cannot 
guarantee complete security and trust amongst involved IoMT 
devices. We offer the privacy-preserving federated convivial 
learning (FCL) platform, designed specifically for internet of 
medical things applications, to close this gap. The present study 
presents a trust-based Q-learning model powered by blockchain 
technology, which improves data privacy by restricting model 
training to approved devices only. Our solution promotes 
trustworthy and cooperative interactions amongst IoMT 
devices without sacrificing privacy by incorporating the 
principles of convivial learning. Comparing experimental 
results to traditional federated learning techniques, improved 
privacy protection is 92.4% and increased model accuracy is 
94.7%. The advancement of IoMT technology and safe data 
sharing are made possible by this framework, which also makes 
healthcare systems safer and more effective.

Keywords: Blockchain, convivial learning, internet of medical 
things and trust Q-learning, privacy-preserving 

Introduction

The internet of medical things, or IoMT, revolutionizes 
healthcare by enabling real-time data gathering, analysis, 

and utilization for improved patient care. It does this 
by linking medical devices to digital systems. IoMT is 
transforming the way healthcare professionals manage 
and provide care, from wearable health monitors like 
smartwatches to cutting-edge equipment for remote 
monitoring and individualized therapies. However, the 
quick development of IoMT has highlighted a significant 
challenge: making sure that the enormous volumes 
of sensitive data being exchanged and gathered stay 
private and secure. The issue for research is the growing 
susceptibility of healthcare systems to data breaches, 
which compromise patient safety and confidence in 
addition to causing financial losses. 

	 The effectiveness of traditional security measures and 
centralized data management strategies in reducing these 
threats has been demonstrated. By enabling IoMT devices 
to cooperatively build machine learning models without 
exchanging raw data, federated learning—a decentralized 
approach to model training—offers a possible remedy. 
Federated learning has shown promise, but scalability, 
security, and trust issues remain, particularly in the highly 
sensitive and networked IoMT setting.

	 The minimal number of studies on trust and 
cooperation between IoMT devices in federated learning 
highlights the research gap. The coordination of existing 
models is primarily dependent on a central server, which 
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leaves them open to cyber-attacks and single-point 
failures. Additionally, whereas blockchain technology 
has demonstrated a great deal of promise for data security 
and integrity, little is known about how it may be used to 
improve trust and decentralization in federated learning 
for IoMT.

	 The unique privacy-preserving federated convivial 
learning (FCL) architecture that this study proposes to 
bridge the gaps between blockchain technology and 
the trust-based Q-learning model is significant. By 
integrating trust mechanisms and limiting the participation 
of unauthorized and unreliable devices in model 
training, this framework promotes safe, decentralized 
collaboration across IoMT devices. To create more safe 
and efficient healthcare systems, the study intends to 
proactively improve data privacy, security, and trust in 
IoMT networks by fusing blockchain technology with 
federated learning.

Related work

The internet of medical things (IoMT) signifies the 
convergence of medical devices with our digital world, 
allowing healthcare professionals to collect, analyze, 
and utilize health data in unprecedented ways. IoMT 
devices, ranging from wearable health monitors to 
specialized devices for remote patient monitoring, have 
evolved significantly in recent years (Srivastava et al., 
2022). However, this growth poses a challenge-ensuring 
the privacy and security of shared and collected data. 
This concern is particularly crucial given historical 
data breaches in healthcare, which result in financial 
implications and jeopardize patient trust and safety.

	 Federated learning has emerged as a promising 
solution, enabling model training without centralizing 
data (Nguyen et al., 2022). This nascent technology 
faces challenges despite its potential, especially with the 
healthcare sector’s increasing reliance on IoMT devices 
and the growing cyber-attack instances. Recognizing 
these limitations requires a more rigorous and innovative 
approach to addressing data privacy and security 
concerns.

	 Convivial learning aims to embed trust and 
collaboration in federated learning (Bano et al., 2023). 
Additionally, the potential of blockchain technology, 
known for ensuring data integrity and transparency, still 
needs to be explored in the IoMT context. Integrating 
these principles could proactively establish a foundation 
of trust and collaboration within the entire IoMT 
ecosystem.

IoMT has solidified its position in healthcare, enabling 
personalized patient care and efficient remote monitoring. 
The overview of IoMT devices showcased their potential 
in health monitoring and diagnostics (Srivastava et al., 
2022), emphasizing their crucial role in chronic disease 
management and timely interventions. IoMT’s potential 
in telehealth services was highlighted as a crucial 
bridge between patients and physicians, especially in 
geographically isolated regions (Gajarawala & Pelkowski, 
2021). The findings underscore IoMT’s transformative 
role in facilitating seamless communication and 
healthcare delivery.

	 Interoperability challenges in IoMT were discussed, 
underlining the need for a standardized framework to 
facilitate seamless data sharing without compromising 
patient data integrity (Wagan et al., 2022). A study 
explored the economic implications of IoMT adoption 
in healthcare, projecting potential cost savings through 
reduced hospital readmissions and efficient resource 
utilization (Rani et al., 2023). The discussion underscored 
the ethical considerations associated with IoMT, 
emphasizing the delicate balance between technological 
advancements and patient rights (Gerke et al., 2020).

	 The introduction highlighted the role of federated 
learning in training models on decentralized data, 
demonstrating its potential to enhance accuracy 
while ensuring data localization (Nguyen et al., 
2022). Privacy-preserving capabilities were explored, 
introducing techniques to enhance model privacy 
without compromising accuracy (Yan et al., 2023). The 
discussion on the scalability of federated learning (Bano 
et al., 2023) emphasized challenges like communication 
overhead and proposed techniques for scalability. Secure 
aggregation in federated learning was explored to ensure 
confidentiality during the aggregation process (Zheng 
et al., 2023). In a comprehensive review, the challenges 
and opportunities of applying federated learning in 
healthcare were examined (Majeed et al., 2022). The 
authors underscored the necessity for domain-specific 
adjustments to accommodate the unique requirements of 
healthcare.

	 Blockchain’s fundamental principles and potential 
applications in healthcare were discussed, covering 
use cases such as patient record management and drug 
traceability (Ghosh et al., 2023). The proposal introduced 
a framework for IoMT devices based on blockchain 
technology (Rafique et al., 2023). The emphasis was 
placed on blockchain’s pivotal role in maintaining 
data integrity and mitigating the risks associated with 
unauthorized access. In a paper (Almalki et al., 2022), the 
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authors introduced a lightweight blockchain architecture 
tailored for IoMT devices. They highlighted its efficiency 
in ensuring real-time data storage and retrieval. The 
exploration focused on blockchain’s contribution to 
bolstering patient trust in IoMT devices. It was suggested 
that transparent data management and tamper-proof 
records could cultivate confidence among patients in 
adopting IoMT devices (Rahmani et al., 2022).

	 In summary, while there are evident advancements 
and innovations in IoMT, federated learning, and 
blockchain, the integration of these technologies remains 
in its nascent stages. This literature review underscores 
the potential of these combinations, particularly in 
ensuring patient data privacy and security.

MATERIALS AND METHODS

Proposed FCL approach

The proposed methodology introduces an advanced 
federated convivial learning (FCL) framework to 
address privacy, security, and collaboration challenges 
in the internet of medical things (IoMT). The system 
architecture adopts a multi-layered approach that 
integrates IoMT devices, communication protocols, 
federated learning, trust dynamics, and blockchain 
technology. The layers of the system are designed to 
enhance data security, decentralized collaboration, and 
trust management, providing robust healthcare solutions 
while ensuring data privacy.

 

Figure 1:	 Federated convivial learning (FCL) Architecture
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System architecture

The architecture consists of five core layers:
a)	 IoMT layer: This foundational layer includes IoMT 

devices that gather medical data, storing it locally to 
preserve patient privacy. Each IoMT device acts as a 
node with its own dedicated storage system.

b)	 Communication layer: This layer establishes 
encrypted communication channels between IoMT 
devices, ensuring that all data transfers are protected 
from unauthorized access. Encryption functions 
E(data)E(\text{data})E(data) and decryption functions 
D(data)D(\text{data})D(data) secure the information 
exchanged within the network.

c)	 Federated convivial learning (FCL) layer: This layer 
enables collaborative model updates across IoMT 
devices. By promoting decentralized peer-to-peer 
interactions, devices can train models locally while 
securely sharing updates with trusted peers. This setup 
maintains data privacy by preventing exposure of 
raw data and ensures efficient collaborative learning 
(Sudharson et al., 2022).

d)	 Blockchain layer: Blockchain technology is integrated 
to ensure transparency and immutability. Smart 
contracts process trust evaluations, and a decentralized 
ledger records all interactions between IoMT devices. 
This ensures that only authorized devices participate 
in the federated learning process, thus improving 
system security (Mohammed, 2023).

e)	 Application layer: In this layer, predictions and 
insights generated by the trained models are processed 
and used for healthcare applications. The application 
layer demonstrates the practical outcomes of the FCL 
framework, providing secure, privacy-preserving 
healthcare insights in real-time.

Federated convivial learning

Federated Convivial Learning (FCL) is a key extension 
of federated learning that focuses on fostering trust and 
friendly interactions between IoMT devices. Unlike 
traditional federated learning, where a central server 
controls synchronization, FCL decentralizes trust and 
promotes collaboration among devices (Soner et al., 
2022).

The core mathematical model of FCL distributes trust 
among devices:

​

Here,  represents the global model,  is the number 
of participating devices,  is the model trained locally 
by device i, and  is the trust weight assigned to each 
device, reflecting its credibility.

Collaborative inference: Each device trains its model 
independently but shares inferences rather than raw 
data, maintaining privacy (Sudharson & Arun, 2022). If 

 is the datasets of device i, the collaborative inference 
function  for device i can be expressed as:

where  is the inference function for device j, and α is 
the collaboration weight.

Decentralized updates: FCL-enabled devices share 
model updates with trusted peers rather than central 
servers, minimizing single points of failure (Hai et al., 
2022). The model update from device i to j can be written 
as:

where β is the influence factor representing how much of 
 is incorporated into ’s update.

Trust Q-Learning and blockchain integration

Trust management is governed by Trust Q-Learning, 
a reinforcement learning approach designed to build 
trust relationships among IoMT devices. Blockchain 
integration ensures the permanence and verifiability of 
these trust scores (Murugeshwari et al., 2023).
Each device’s state  is defined by its recent interactions 
and data quality. Devices choose actions , such as 
sharing model updates or seeking collaboration. Positive 
rewards   are assigned for trustworthy 
interactions, while malicious actions are penalized.
The Q-value for a state-action pair is updated using the 
following formula:

where λ is the learning rate and γ is the discount factor.
Blockchain-based smart contracts adjust trust scores 
dynamically using:

where κ is the adjustment rate, and  is the interaction 
score.
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Before a device can participate in FCL, its trustworthiness 
is verified on the blockchain, ensuring that only trusted 
devices are allowed to collaborate (Veerasathpurush 
et al., 2023).

Privacy-preserving mechanisms

FCL incorporates several privacy-preserving techniques 
to ensure that sensitive healthcare data remains secure 
during the learning process:
•	 Local model training: Each device trains its model 

using local data , preserving privacy by avoiding 
centralized data sharing.

•	 Differential privacy: Noise is added to the updates 
before they are shared to ensure that the original data 
cannot be reconstructed. The differentially private 
model update  is:

	
	 where  is Gaussian noise with mean 0 and 

variance 
•	 Homomorphic encryption: Devices can share 

encrypted data without revealing the raw information. 
If  represents encrypted data, the system allows 
operations like:

	
•	 Secure aggregation: Multiple devices share their 

encrypted updates, which are then aggregated securely 
without individual updates being revealed. The secure 
aggregated update  is:

​ = 

Trust establishment and convivial learning

Building trust is essential for effective collaboration. 
Each device is assigned an initial trust score , based 
on prior interactions. After each interaction, trust scores 
are updated using the following formula:

Where α (0 < α < 1)

	 where  represents the interaction score between 
devices i and j, and α is the trust update factor.  Devices 
with high trust scores are prioritized for collaboration, 
while those with low trust scores may face penalties, 
such as reduced collaboration weights or exclusion from 
the learning process.

Algorithm
Initialize trust scores (w_i) for each device
Initialize models (M_i) for each device
Initialize trust update parameter α
Initialize collaboration factor β
Repeat until convergence:
    for each device i:
        Select a peer device j to collaborate with
        # Collaborative Inference

•	
        # Trust-Weighted Collaboration

•	

       # Calculate interaction score
        I_ij = measure_interaction_quality(i, j)
      # Update trust scores

•	         
    # Implement privacy-preserving mechanisms (e.g.,            
differential privacy, homomorphic encryption)
    # Penalty for Distrust
    for each device i:
        if Ti < Tmin:
            reduce_collaboration_weight(i)
        # Evaluate models, convergence criteria, and 
update model parameters
# Deploy trained models for medical predictions and 
applications

The FCL framework addresses key challenges in 
decentralized learning by combining privacy-preserving 
mechanisms, trust management, and blockchain 
technology. The architecture enables secure, scalable, 
and efficient learning across IoMT networks, ensuring 
that sensitive medical data remains private.

	 The trust-based collaborative approach ensures that 
devices contribute to the learning process based on their 
trustworthiness. The use of blockchain further enhances 
system transparency, ensuring that only authorized 
devices are part of the network.

	 Future work will focus on improving the scalability 
of the FCL framework for large-scale IoMT networks, 
addressing communication overhead, and further refining 
trust dynamics to enhance collaboration and security.
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Experimental setup

Dataset description

The dataset used in this study was collected from various 
internet of medical things (IoMT) devices, including 
wearable health monitors and electronic medical records. 
It consisted of 500,000 entries, each containing 20 
features representing key health metrics such as heart 
rate, oxygen saturation, step count, and sleep duration. 
Each entry was associated with a timestamp and a device 
ID, enabling traceability of the data source (Gadekallu 
et al., 2023).

	 Before the dataset was used in model training, several 
preprocessing steps were applied to ensure data quality. 
First, normalization was performed to scale all feature 
values uniformly, ensuring that different variables were 
comparable. Second, missing values were handled by 
employing mean imputation, and records with a high 
percentage of missing data were removed. Finally, 
outlier detection was conducted to identify and remove 
anomalous data points, which could otherwise distort 
the model’s performance. The dataset was then split into 
80% training data and 20% testing data, ensuring that the 
model evaluation was conducted on previously unseen 
data.

Baseline comparisons

To ensure a comprehensive evaluation of the Trust-Based 
FCL framework, we compared it with three established 
federated learning methods:

	 Standard federated averaging (FedAvg): FedAvg 
is a basic federated learning method that averages 
local model updates from each device to form a global 
model. However, it lacks advanced privacy and trust 
mechanisms, making it vulnerable to data inference 
attacks (Nguyen et al., 2022).

	 Differential privacy-based federated learning (DP-
FL): DP-FL introduces privacy preservation by adding 
noise to local model updates before they are shared with 
other devices. While this enhances privacy, it can also 
reduce the overall accuracy of the model (Yan et al., 
2023)

	 Homomorphic encryption-based federated learning 
(HE-FL): HE-FL ensures privacy by performing 
computations on encrypted data, allowing for model 
updates to be processed without decrypting the underlying 

data. While this approach offers strong privacy guarantees, 
it also incurs significant computational costs (Rani et al., 
2023).

Training protocols

The models were trained under identical conditions to 
ensure fairness in comparison. All models were trained 
on the same partitioned dataset, ensuring they had equal 
access to training and testing data. The experiments 
were conducted on the same hardware and software 
environments, using identical configurations to eliminate 
computational bias. Additionally, the models were trained 
using the same hyperparameters, including learning rate, 
batch size, and number of epochs, ensuring consistency 
across all experiments (Sudharson et al., 2022).

Evaluation metrics and performance evaluation

In this section, we describe both the metrics used to 
evaluate the proposed model and the performance 
evaluation process applied to the models. The performance 
of the Trust-Based Federated Convivial Learning (FCL) 
framework was assessed using several key evaluation 
metrics to capture various aspects of model efficiency, 
accuracy, and scalability:

a)	 Privacy preservation (PP): This metric evaluated how 
well the model preserved data privacy by minimizing 
data leaks and unauthorized access. A higher PP score 
indicated better protection against privacy violations 
(Wenkang et al., 2023).

b)	 Model accuracy (MA): Model accuracy was 
calculated as the ratio of correct predictions to total 
predictions. This metric provided insight into the 
model’s predictive power (Sudharson et al., 2022).

c)	 Convergence rate (CR): This metric measured the 
efficiency of the learning process by determining 
how quickly the model stabilized its accuracy during 
training. The fewer iterations required to achieve 
stable performance, the better the convergence rate 
(Issa et al., 2023).

d)	 Computational overhead (CO): CO was used to 
evaluate the resource efficiency of the model, 
measuring the additional computational resources 
required compared to standard federated learning 
methods (Wenkang et al., 2023).

e)	 System latency (SL): Latency captured the delay 
in communication between IoMT devices during 
federated learning. This metric is critical in healthcare 
applications, where real-time responses are essential 
(Belhadi et al., 2023).
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f)	 Energy consumption (EC): This metric measured 
the energy efficiency of each IoMT device during 
training, an important consideration in resource-
constrained environments (Belhadi et al., 2023).

	 After training, these metrics were applied to evaluate 
the performance of the proposed Trust-Based FCL model 
against baseline models, including Standard Federated 
Averaging (FedAvg), Differential Privacy-based Federated 
Learning (DP-FL), and Homomorphic Encryption-based 
Federated Learning (HE-FL). The models were trained on 
the same dataset, under identical hardware and software 
environments, ensuring fair comparisons. Performance 
was analyzed both quantitatively, using the metrics 

outlined above, and qualitatively, based on factors such 
as ease of implementation and scalability in real-world 
IoMT systems (Dhasarathan et al., 2023).

Results and Discussion

The performance of the proposed Trust-Based Federated 
Convivial Learning (FCL) framework was evaluated 
using the metrics outlined in the previous section. Here, 
we provide a detailed analysis of the results for each 
metric, followed by a discussion of their implications for 
the IoMT healthcare domain.

Method Privacy score 
(0-1)

Data leaks 
detected

Encryption 
level (bits)

Anomalies 
detected

Standard federated averaging 
(FedAvg)

0.856 10 128 15

Differential privacy-based FL 
(DP-FL)

0.893 8 128 12

Homomorphic encryption-
based FL (HE-FL)

0.901 7 256 10

Trust-based federated 
convivial learning

0.964 3 256 5

Table 1:	 Privacy preservation analysis of various models

 

Figure 2:	 Privacy preservation analysis of various models

Privacy score (0-1) Data leaks detected

Encryption level (bits) Anomalies detected
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Privacy preservation

Privacy is paramount in healthcare applications, especially 
when dealing with sensitive patient data collected 
through IoMT devices. The Privacy Preservation (PP) 
metric measures the framework’s ability to protect data 
from unauthorized access or leaks. Table 1 and Figure 2 
highlight the privacy scores of the models.

The trust-based FCL framework achieved a privacy 
score of 0.964, outperforming all other models, with 
only 3 data leaks detected compared to 10 in FedAvg and 
8 in DP-FL. The inclusion of blockchain for securing 
the decentralized network, coupled with a trust-based 
communication layer, ensures that only verified and 
trusted devices participate in the federated learning 
process, significantly reducing the possibility of data 
breaches.

Method Model accuracy 
(%)

Precision 
(%)

Recall 
(%)

F1-Score 
(%)

Standard federated averaging (FedAvg) 88.4 87.5 86.3 86.9

Differential privacy-based FL (DP-FL) 89.7 88.8 88.1 88.4

Homomorphic encryption-based FL (HE-FL) 91.0 90.8 89.5 90.1

Trust-based federated Convivial Learning 94.6 94.2 93.8 94.0

Table 2:	 Model accuracy comparison

This is particularly important in healthcare, where 
privacy violations can lead to severe consequences, such 
as compromised patient trust and legal liabilities. The 
enhanced 256-bit encryption further ensures that even if 
communication is intercepted, the data remains secure. 
The Trust-Based FCL’s superior performance in this 
area makes it ideal for IoMT applications requiring high 
levels of confidentiality.

Model accuracy comparison

Model Accuracy (MA) measures the effectiveness of the 
federated learning model in making correct predictions. 
Accuracy is particularly crucial in healthcare, where 
erroneous predictions can result in incorrect diagnoses 
or treatments. Table 2 and Figure 3 present the accuracy, 
precision, recall, and F1-score for each model.

Figure 3:	 Model accuracy comparison

 

Model accuracy (%) Precision (%)

Recall (%) F1-score (%)
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Method
Convergence 

Rate (Iterations)

Standard federated averaging (FedAvg) 100

Differential privacy-based FL (DP-FL) 90

Homomorphic encryption-based FL (HE-FL) 85

Trust-based FCL (Proposed) 70

Table 3:	 Convergence rate analysis 

 

Figure 4:	 Convergence rate analysis

The Trust-Based FCL achieved the highest accuracy 
at 94.6%, which is a substantial improvement over 
FedAvg (88.4%) and DP-FL (89.7%). This high level 
of accuracy, coupled with strong precision and recall 
values, underscores the model’s ability to make reliable 
predictions.

	 The use of collaborative learning between trusted 
devices improves the model’s ability to generalize from 
data across multiple IoMT devices without centralizing 
the data. By leveraging trust scores to prioritize 
reliable devices, Trust-Based FCL avoids incorporating 
misleading or malicious updates, which helps improve 
the overall model quality.

	 In healthcare applications, this increase in accuracy 
translates into more dependable decision support 
systems for medical practitioners. The high F1-score of 
94.0% indicates that the model strikes a balance between 
precision (avoiding false positives) and recall (avoiding 
false negatives), both of which are vital in diagnostic 
systems.

Method

Computational 
overhead 
(seconds/
iteration)

Standard federated averaging (FedAvg) 1.2

Differential privacy-based FL (DP-FL) 1.5

Homomorphic encryption-based FL (HE-FL) 2.1

Trust-based FCL (Proposed) 1.4

Table 4:	 Computational overhead analysis

 

Figure 5:	 Computational overhead analysis

Convergence Rate

The Convergence Rate (CR) measures how quickly the 
model stabilizes during training. A faster convergence rate 
means that the model reaches its optimal performance in 
fewer iterations, saving time and computational resources. 
Table 3 and Figure 4 illustrate the convergence rates for 
each method.

	 The trust-based FCL framework converged in 70 
iterations, significantly faster than FedAvg (100 iterations) 
and DP-FL (90 iterations). The quicker convergence 
is due to the trust-based mechanisms, which enable 
the system to prioritize reliable updates from devices, 
reducing noise and enabling faster model stabilization.

	 In federated learning, fast convergence is critical, 
particularly in healthcare settings where new data streams 
constantly from IoMT devices. A faster convergence 
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Figure 6:	 Communication overhead reduction 

allows the model to be updated and deployed quickly, 
improving the system’s responsiveness to new medical 
data and enabling real-time decision-making.

Computational overhead

Computational overhead (CO) is an essential factor 
when evaluating federated learning models, especially in 
IoMT environments, where devices often have limited 
processing power. Table 4 and Figure 5 present the 
computational overhead for each model.
The trust-based FCL model incurred a computational 
overhead of 1.4 seconds per iteration, which is slightly 
higher than FedAvg but still lower than HE-FL. The 
additional overhead is due to the blockchain and trust-
based validation processes, which, while computationally 

Method Data sent (MB) Data received (MB) Round-trip time 
(seconds)

Handshake 
time (ms)

Standard federated averaging (FedAvg) 5.0 4.8 8.2 120

Differential privacy-based FL (DP-FL) 5.3 5.0 8.7 115

Homomorphic encryption-based FL 
(HE-FL)

5.5 5.2 9.3 110

Trust-based federated convivial learning 4.2 4.0 7.1 100

Table 5:	 Communication overhead reduction

expensive, are necessary for the enhanced privacy and 
trust features.

	 Given the trade-off between privacy and 
computational costs, the Trust-Based FCL model strikes 
a balance by providing strong privacy guarantees with 
moderate computational overhead. For IoMT devices, 
where computational capacity is often limited, this 
balance ensures that the model can be implemented 
effectively without overwhelming device resources.

Communication overhead reduction

Communication overhead is a critical metric in federated 
learning setups, particularly in IoMT, where devices rely 
on real-time communication to exchange model updates. 
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Table 5 and Figure 6 compare the communication 
overhead for each method.

	 The Trust-Based FCL framework achieved a lower 
data sent (4.2 MB) and received (4.0 MB), alongside 
reduced round-trip time (7.1 seconds) and handshake time 
(100 ms). The reduction in communication overhead is 
due to the efficient trust-based communication protocol, 
which minimizes unnecessary data exchanges between 
untrusted devices.

	 In healthcare, where IoMT devices often need 
to communicate frequently and securely, reducing 
communication overhead improves the speed of decision-
making and reduces network congestion. The lower 
latency in Trust-Based FCL ensures timely responses, 
which is crucial in critical care scenarios where delays 
can result in adverse patient outcomes.

Energy consumption

Energy consumption is a vital consideration for IoMT 
devices, which are often battery-powered and need to 
conserve energy for prolonged use. Table 6 and Figure 
7 compare the energy consumption across the models.

	 The Trust-Based FCL demonstrated the lowest 
energy consumption, at 3.0 kWh, making it highly 
energy-efficient compared to HE-FL (4.8 kWh). This 
efficiency stems from the reduced communication 
overhead and the faster convergence rate, which 
decreases the amount of time devices need to stay active 
during training cycles.

	 In healthcare settings, where IoMT devices must 
operate continuously, lower energy consumption 
extends the operational life of these devices, reducing 
the frequency of recharging or replacing batteries and 
enhancing the system’s sustainability.

	 The trust-based FCL framework outperformed the 
baseline models across key metrics such as privacy 
preservation, model accuracy, convergence rate, 
communication overhead, and energy consumption. 
While there is a slight increase in computational overhead, 
the trade-off is justified by the significant improvements 
in privacy, accuracy, and resource efficiency.

	 The framework’s ability to prioritize trusted devices 
and efficiently manage communication ensures that it 
can be deployed in real-time healthcare environments 
where privacy, low latency, and energy efficiency are 
crucial. The results confirm that trust-based FCL is a 
robust solution for IoMT systems, providing a secure and 
scalable approach to federated learning.

Challenges in real-world implementation

The integration of federated learning, blockchain 
technology, and Q-learning introduces several complexities 
in practical IoMT deployments. These challenges mainly 
concern system complexity, communication overhead, 
scalability, energy efficiency, real-time data processing, 
and device trust management.

a)	 System complexity: The combination of federated 
learning, blockchain, and Q-learning increases 
the overall complexity of the system. Each layer 
has distinct operational requirements that must be 
carefully managed to ensure efficient performance. 

Method
Energy consumption 

(kWh)

Standard federated Averaging (FedAvg) 3.2

Differential privacy-based FL (DP-FL) 3.5

Homomorphic encryption-based FL 
(HE-FL)

4.8

Trust-based FCL (Proposed) 3.0

Table 6:	 Energy consumption

Figure 7:	 Energy consumption
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To address this, a modular architecture can be 
implemented where each component operates 
independently but is seamlessly integrated. This 
reduces the risk of operational bottlenecks and allows 
for more manageable updates and maintenance.

b)	 Communication overhead: Blockchain’s reliance on 
secure transactions and the federated learning process 
require frequent data exchanges, which can increase 
communication overhead. This issue is exacerbated 
as the number of IoMT devices grows. To mitigate 
this, techniques such as model compression and 
edge computing can be used to reduce the data size 
and transmission frequency, ensuring more efficient 
communication across the network.

c)	 Scalability: Managing large-scale IoMT networks can 
become challenging as more devices join the network. 
The scalability issue is particularly important in 
healthcare environments with hundreds or thousands 
of devices. A solution is to implement clustering 
techniques, where devices are grouped based on their 
geographical location or specific tasks, with cluster 
leaders managing model aggregation and blockchain 
transactions. This approach enhances scalability 
while maintaining network integrity.

d)	 Energy efficiency: IoMT devices, such as wearables 
and portable sensors, often have limited battery 
power. Their continuous participation in federated 
learning and blockchain operations can deplete 
energy quickly. To minimize energy consumption, 
energy-efficient consensus mechanisms and 
algorithms, such as lightweight blockchain protocols, 
should be implemented. These strategies reduce the 
computational load on devices, prolonging battery 
life while maintaining performance.

e)	 Real-time data processing: In healthcare applications, 
the ability to process data in real-time is critical, 
especially for time-sensitive tasks like emergency 
monitoring. The use of blockchain and federated 
learning can introduce delays due to the consensus 
and model training processes. To address this, non-
critical tasks can be offloaded to edge servers, allowing 
critical operations to be processed locally, ensuring 
faster response times. Additionally, asynchronous 
learning methods can reduce system delays.

f)	 Device trust management: Trust management 
becomes increasingly complex as more devices 
are added to the network. While Q-learning helps 
in dynamically managing device trust, scaling 
this trust mechanism across a large network can 
result in inefficiencies. A dynamic trust adjustment 
mechanism based on historical performance and 
current interactions can help maintain an efficient 
and trustworthy network without significant 
computational costs.

By addressing these challenges with solutions such 
as modular architecture, clustering, energy-efficient 
protocols, and trust management strategies, the proposed 
framework becomes more feasible for large-scale, real-
world IoMT deployments. These enhancements ensure 
that the system remains secure, scalable, and efficient, 
even in complex healthcare environments.

Conclusion and future works

The trust-based federated convivial learning (FCL) 
framework has demonstrated significant improvements 
in privacy protection (92.4%) and model accuracy 
(94.7%) compared to traditional methods, making 
it a strong candidate for secure and efficient IoMT 
healthcare solutions. By integrating blockchain and trust 
mechanisms, the framework ensures secure, decentralized 
learning, which is critical for handling sensitive medical 
data.

	 However, the framework’s scalability in large-scale 
IoMT networks with many devices requires further 
validation. Future work should focus on optimizing 
the framework to manage communication overhead 
and computational efficiency in such environments. 
Addressing these challenges is essential for broader 
adoption in real-world healthcare settings. In summary, 
while the trust-based FCL framework sets a new standard 
in privacy and accuracy, enhancing its scalability and 
efficiency will be key to its success in larger, more 
complex IoMT networks.
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Abstract: Researchers are developing sustainable insulation 
composite materials using lignocellulose fibres, particularly coir 
fibres, which have low thermal conductivity, low density, high 
moisture resistance, and excellent thermal stability. However, 
these fibres naturally contain waxy, gummy, oily substances 
and impurities on their surfaces, necessitating a pre-treatment 
process to remove these contaminants before manufacturing. 
Alkaline treatment is an effective method for this pre-
treatment, however, selecting the appropriate concentration 
is critical. Furthermore, thermal decomposition of fibres may 
occur during composite manufacturing making it essential to 
assess fibre longevity.  In this study, coir fibres were treated 
with NaOH solutions at concentrations of 0%, 2%, 4%, 6%, 
and 8%. The effects of alkaline treatment on surface roughness, 
chemical composition, and thermal stability were analyzed 
using scanning electron microscopy (SEM), Fourier transform 
infrared spectroscopy (FTIR), and differential scanning 
calorimetry (DSC). The activation energy (Ea) for the thermal 
decomposition of lignocellulose substances was analyzed using 
the Flynn-Wall-Ozawa (FWO), Kissinger-Akahira-Sunose 
(KAS), and Friedman methods over a temperature range of 
25 °C to 700 °C. The fibre lifetime was estimated using Toop’s 
equation. The results indicated that the 4% NaOH-treated 
sample exhibited superior surface roughness and thermal 
stability compared to other concentrations. The decomposition 
of lignocellulose substances began at a conversion rate of 0.2, 
with an Ea of 128.88 kJ/mol. The estimated fibre lifetime is 

approximately 6.55×106 hours at 25 °C. The lifetime of coir 
fibre decreases as temperature increases. Therefore, it is crucial 
to highlight the necessity of controlling the temperature during 
the fabrication of composites using coir fibers to prevent 
thermal degradation.

Keywords: Activation energy, alkaline treatment, coir fibres, 
lifetime analysis, sustainable insulation materials. 

Introduction

Building insulation materials are primarily categorised 
into conventional, sustainable, and state-of-art based 
on their chemical composition, origin, and availability 
(Kumar et al., 2020). The demand for sustainable 
composite materials produced from lignocellulose 
fibres (natural plant fibres) has increased during the 
last two decades, mainly because they show the least 
environmental impact among the three main insulation 
material categories. Furthermore, they offer additional 
advantages such as low embodied energy, lightweight, 
biodegradability, low maintenance cost for machine 
tools due to the non-abrasive nature of fibres, and more 
available agricultural waste materials (Lahiru et al., 
2016; Hao et al., 2018; Santhosh et al., 2020). 
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Recently, research activities have focussed on developing 
sustainable insulation composite materials using 
lignocellulose fibres such as sugarcane, hemp, pineapple 
leaf fibres, cotton stalks, coir, and oil palm (Manohar, 
2012; Srimal et al., 2015). Among these, coir fibres 
have shown significant properties than other fibres, 
including low thermal conductivity (Sathishkumar et al., 
2018; Rashid et al., 2019; Chamath et al., 2022,2023; 
Udayakumara et al., 2022), low density (Petroudy, 2017; 
Hao et al., 2018), high moisture resistance (Ramamoorthy 
et al., 2015; Rashid et al., 2019), and high thermal 
stability (Alwani et al., 2014). Hence, coir fibres can be 
utilized to produce sustainable insulation materials for 
building insulation.

	 The main components of coir fibre are cellulose (32%-
43%), hemicellulose (0.15%-0.25%), and lignin (40%-
45%) (Stokke et al., 2013; Hao et al., 2018; Takagi, 2019). 
Besides, these fibres contain waxy and oily substances 
on their surface under natural conditions. These 
lignocellulose substances help to absorb environmental 
moistures in natural conditions, causing the fibre to swell 
throughout the composite (Hao et al., 2018). This swelling 
reduces the bonding strength between the fibre and the 
matrix (Hao et al., 2018; Chamath et al., 2020), altering 
the dimensional stability, mechanical properties, and 
thermal properties of the composite (Azwa et al., 2013; 
Petroudy, 2017). It also increases the biodegradability of 
the fibre due to high microbial attacks in wet conditions 
(Azwa et al., 2013). The hemicellulose content in the 
polysaccharide chain mainly contributes to moisture 
absorption (Petroudy, 2017), while the amorphous region 
in the cellulose increases the fibres’ moisture absorption. 
This is because the hydroxyl groups in these substances 
form hydrogen bonds with moisture. However, lignin 
has the lowest moisture absorption rate than other 
lignocellulosic substances due to crosslinks and aromatic 
rings in the molecules (Stokke et al., 2013).

	 Thermal degradation can occur during processing of 
composites and prolonged usage. Therefore, examining 
the thermal stability of lignocellulose fibre is vital to 
understand and estimate their composite properties 
(Alwani et al., 2014). There are several steps in the thermal 
decomposition of lignocellulose fibres. The first stage of 
decomposition occurs at a temperature range of 50 °C to 
150 °C for the evaporation of mechanically bonded water 
and decomposition of low molecular extractives (Poletto 
et al., 2015; Shilpa et al., 2015;). The decomposition of 
hemicellulose can be identified as the second stage at a 
temperature range of 200 °C to 350 °C. The third stage of 
decomposition occurs at the temperature range of 320 °C 

to 400 °C for cellulose. Finally, the decomposition of lignin 
is identified as the fourth step of the degradation process 
(Poletto et al., 2015). However, lignin decomposition 
can happen in the temperature range of 100 °C to 900 °C 
due to aromatic rings with various branches and various 
functions of chemical bonds that affect the high degree 
of decomposition (Alwani et al., 2014; Poletto et al., 
2015).

	 The moisture absorption resistance and thermal 
stability can be increased by removing hemicellulose 
and low molecular extractives. Additionally, removing 
the surface impurities from the fibre increases the 
adhesion between the fibre and the matrix due to the 
improved surface roughness of the fibre (Adeniyi et al., 
2019; Chamath et al., 2020). Therefore, it is essential to 
remove impurities and functional groups from the fibre 
surface using a pre-treatment process before fabrication 
(Azwa et al., 2013; Mittal et al., 2018). Bulk treatment 
or chemical treatment is the most suitable method for 
fibre treatment (Azwa et al., 2013), which removes 
the functional groups and increases the fibre surface 
roughness (Adeniyi et al., 2019). 

	 These chemical treatments can be performed 
using acid, oxidation, alkaline, and coupling agents 
modification (such as silane and maleated polypropylene) 
(Mittal et al., 2018; Adeniyi et al., 2019; Mishra et al., 
2020). Alkaline treatment is the most common chemical 
treatment method used for lignocellulose fibres (Kabir 
et al., 2013; Shrivastava et al., 2017; Mittal et al., 2018; 
Adeniyi et al., 2019; Devnani & Sinha, 2019; Chamath et 
al., 2020). This method partially eliminates hemicellulose, 
lignin, pectin, waxes, and other contaminants from the 
fibre surface and is an inexpensive process (Kabir et al., 
2013; Mittal et al., 2018). Potassium hydroxide (KOH) 
and sodium hydroxide (NaOH) are popular substances 
used for the alkaline treatment (Azwa et al., 2013), with 
the latter being preferred by many researchers (Kabir 
et al., 2013; Shrivastava et al., 2017; Mittal et al., 2018; 
Adeniyi et al., 2019; Devnani & Sinha, 2019). 

	 Impure substances and functional groups are sensitive 
to react with the alkaline solution, and the following 
reaction occurs during the treatment process, as shown in 
Equation 1 (Kabir et al., 2013; Abdellaoui et al., 2019):

Fibre-OH + NaOH → Fibre O–Na+ + H2O + impurities                            	
		  ...(1)

Equation 1 clearly shows that the amorphous region of 
the fibre can be easily removed from the alkaline solution 
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by producing Fibre O–Na+. Thereby, treated fibres 
contain more cellulose and higher surface roughness, 
which provides better adhesion between the fibre and the 
matrix (Kabir et al., 2013; Sathishkumar et al., 2018). 
The increased surface roughness of the fibre could be 
observed through scanning electron microscopy (SEM), 
and changes in functional groups’ can be confirmed 
through Fourier transform infra-red spectroscopy (FTIR) 
analysis (Adeniyi et al., 2019).

	 However, an excessive concentration of alkaline 
treatment can cause crack propagation and defibrillation 
(Mittal et al., 2018). Hence, determining the appropriate 
concentration of the alkaline solution is crucial for fibre 
pre-treatment. In addition, the lifetime of the fibre is 
important because it can be affected by the temperature 
involved during composite fabrication. However, to the 
best of our knowledge there are no studies reported on coir 
fibre lifetime analysis. In this study, the optimal alkaline 
concentration was determined by treating fibre samples 
with various NaOH concentrations and the lifetime of 
fibres treated with the optimal NaOH concentration was 
also evaluated.

Materials and Methods

Brown mature coir fibres were selected from the 
Minuwangoda area in Sri Lanka for this research study. 
The density of coir fibres was 1.15 gcm-3 (Chamath et al., 
2023).

Surface treatment for fibres

Concentrated NaOH solutions with weight to volume 
ratios of 2%, 4%, 6%, and 8% were prepared from 98% 
NaOH. The coir fibres were soaked for 24 h at room 
temperature in these solutions, maintaining the fibre 
to solution weight ratio at 1:25 (Venkatachalam et al., 
2015). After 24 h, the fibres were washed 5 to 6 times 
using deionized water until a pH value of 7 was reached. 
The fibres were then dried at 60 °C for 24 h until a 
constant weight was achieved.

	 Additionally, coir fibres were soaked in deionized 
water for 24 h, and the same drying procedure was 
followed to produce untreated fibres.

Analysing fibre surface properties

SEM images were taken of the treated and untreated 
fibres with a processing acceleration voltage of 10 kV 
and ×750 magnification.

FTIR was used to analyse the surface chemical 
composition of treated and untreated fibres. FTIR values 
were obtained using a Bruker FTIR instrument with a 
wave number range of 750 cm-1 to 4000 cm-1.

Differential scanning calorimetry (DSC)

Differential scanning calorimetry analysis was conducted 
by using a TA instruments DSC for both untreated and 
treated fibres. The experiment was conducted with a 
heating temperature range of 0 °C to 400 °C and a heating 
rate of 10 °C/min in a nitrogen atmosphere. 

Thermogravimetric analysis (TGA) and activation 
energy

By examining the SEM, FTIR, and DSC results, an 
appropriate concentration for the fibre treatment could 
be selected. Next, TGA was performed on five different 
fibre samples treated at the identified appropriate 
concentration using a Thermal analyser SDT 650. The 
samples (5 – 8 mg) were heated within the temperature 
range of 25 °C to 700 °C with five different heating rates 
of 5, 10, 12, 15, 20 °C/min (Alwani et al., 2014) in an 
argon atmosphere. 

Different kinetic parameters obtained from TGA are 
important to evaluate the thermal decomposition of 
lignocellulose fibres (Alwani et al., 2014; Poletto 
et al., 2015; Shilpa et al., 2015). The activation energy 
(Ea) is especially important for detecting the thermal 
decomposition of lignocellulose fibres. The activation 
energy represents the minimum energy required to initiate 
the reaction (Yao et al., 2008). The model-free method 
was used to determine the kinetic parameters due to its 
accuracy and simplicity (Alwani et al., 2014; Shilpa et al., 
2015). Flynn-Wall-Ozawa (FWO), Kissinger-Akahira-
Sunose (KAS), and Friedman (Alwani et al., 2014) 
methods were applied to find the activation energy of the 
coir sample treated with the appropriate concentration.

Equation 2 gives the FWO method, 

	 ...(2)

Where  is the heating rate in °C/min, C is a constant, 
Ea is the activation energy for decomposition in J mol-1, 
R is the gas constant, and T is the temperature in K. The 
activation energy for decomposition at each conversion 
rate was determined by calculating the slope of the line 
that plots ln  against 1/T (Alwani et al., 2014; Devnani 
& Sinha, 2019). 



518		  LG Chamath et al.

December 2024	 Journal of the National Science Foundation of Sri Lanka 52(4)

Equation 3 gives the KAS method:

		  ...(3)

Where x is the degree of conversion given by x = (mo-
mt)/(mo-mf), where m0 is the initial sample mass, mt is 
the sample mass at time t, and mf is the final mass. The 
decomposition activation energy for each conversion 
rate was calculated by the slope of the line that plotted 

 versus 1/T (Alwani et al., 2014).

Equation 4 presents the Friedman method:
                          

                     	   ...(4)

Where f(x) is the reaction model. The decomposition 
activation energy for each conversion rate was calculated 
by the slope of the line that plotted versus 1/T 
(Alwani et al., 2014).

Lifetime analysis

The lifetime of natural fibres can be calculated from the 
Ea value (Batista et al., 2015; Enciso et al., 2021), and 
the estimated lifetime depends on the activation energy 
of the material, as shown in Equation 5 (Toop, 1971; 
Batista et al., 2015; Enciso et al., 2021). Here, Toop’s 
method was used to estimate the lifetime of coir fibres.

	                                      	
		  ...(5)

Where tf  is the estimated lifetime to failure (min), Tf is 
the failure temperature (K), and P(Xf) is the function 
that depends on the activation energy at the failure 
temperature.

Results and Discussion

SEM image analysis for untreated and treated fibre 
surface

SEM images in Figure 1 show a comparison between 
untreated and treated coir fibres. According to Figure 1a), 
untreated fibre shows a smooth surface with lignin, 
hemicellulose, wax, and oily substances (Mittal et al., 
2018; Devnani & Sinha, 2019). However, in Figure 1b), 
the  fibre surface roughness of the 2% alkaline treated 
fibre is increased after the alkaline treatment, with 
frequently distributed pinholes throughout the fibre 
surface due to partial removal of lignocellulose substances 
and impurities. Further, the surface roughness of the 

4% alkaline treated fibre in Figure 1c) is higher than in 
Figure 1b) indicating surface roughness can be increased 
with alkaline concentrations, which increases the number 
of pinholes on the fibre surface. 

	 In Figure 1d) the plane view of 6% alkaline treated 
coir fibre shows vertically distributed cracks on the fibre 
surface suggesting that high concentrations of alkaline 
treatment can damage the fibre surface by removing 
excessive amounts of lignocellulosic substances from the 
fibre’s cell structure. Moreover, in Figure 1e) of the 8% 
alkaline treated fibre, surface cracks have propagated in 
vertical and horizontal directions. 
 

 

 

 

 

 

 

 

Figure 1:	 Plane view of coir fibres (×750), a) untreated fibre, 
b) 2% NaOH treated fibre, c) 4% NaOH treated fibre, 
d) 6% NaOH treated fibre, e) 8% NaOH treated fibre. 

The results above suggest that alkaline treatment can 
increase the surface roughness of coir fibre, but excessive 
concentrations can damage the fibre cell structure, 
causing crack propagation on the fibre surface. 

	 Similar observations were reported for pineapple leaf 
fibres, coir fibres and kane grass fibres treated with NaOH 
(Mittal et al., 2018, Devnani & Sinha, 2019). Therefore, 
it is particularly important to identify the appropriate 
concentration for fibre treatment. 

FTIR spectrum analysis for treated and untreated 
coir fibres 

The FTIR analysis helps to identify various types of 
functional groups in the coir fibres. Figure 2 shows the 
FTIR spectrum for untreated and treated coir fibres. 
The functional groups of carbonyl (-CO), hydroxyl 
(-OH), carboxyl (-COOH), and methylene (-CH2) in 
lignocellulosic substances on the fibre surface were 
identified from this FTIR spectrum (Adeniyi et al., 2019; 
Mishra et al., 2020).
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The highest peak at 1024 cm−1 is associated with C-O-C 
stretching of cellulose. The wavelengths 1262 cm−1 and 
1587 cm−1 are associated with aromatic C-O stretching 
and aromatic C=C stretching in lignin, respectively 
(Mishra et al., 2020). The C=O stretching of ester and 
aldehyde is given by lignin, hemicellulose, and pectin 
with a peak of 1732 cm−1 (Mittal et al., 2018). Also, the 
wavelength 2917 cm−1 is related to the C-H stretching 
vibration in CH2 and CH groups in hemicellulose and 
cellulose (Devnani & Sinha, 2019), while the broad 
peak between the wavelength 3200 cm−1 to 3550 cm−1 is 
related to the stretching vibration of OH groups of lignin 
and cellulose (Mishra et al., 2020).

Figure 3 compares the changes in transmittance for the 
main peaks of the treated fibres compared to the untreated 
fibre.

	 After the treatment process, the peaks at C=O 
stretching (1732 cm-1) were reduced than in the untreated 
fibre. This could be due to the removal of C=O functional 
groups from pectin, hemicellulose, and lignin on the fibre 
surface. The peak intensity was reduced to 4% in the 
treated sample, and the peak intensity of the 6% sample 
being higher than other treated fibres. This increase may 
be due to the exposure of internal functional groups of 
the fibre cell after crack propagation. Subsequently, the 
peak intensity of the 8% sample was less than the 6% 
treated fibre due to the removal of excess functional 
groups. This result confirms that a 4% alkaline treated 
sample contains the minimum amount of hemicellulose, 
lignin, and pectin on its surface.

	 After the treatment, the peak intensity at 1262 cm-1, 
and 1587 cm-1 increased in the 6% alkaline treated fibre 
for aromatic C-O and aromatic C=C functional groups of 
lignin, which shows the highest intensity. This increase 
may be due to the high accessibility of infrared energy 
for removing wax, pectin, and gummy substances from 
the fibre surface during crack propagation. However, the 
peak intensity was reduced after the 6% treatment due 
to the removal of excess functional groups. The same 
trend was observed for the peak intensity of stretching 
functional groups of C-H, O-H, and C-O-C.

 

 

 

 

 

 

 

 

Figure 2:	 FTIR spectrum for untreated and treated coir fibres

 

 

 

 

  

 

 

Figure 3:	 Comparison of the changes of the transmittance for the 
main peaks.

 

 

 

 

  

 

 
Figure 4:	 SEM images of coir fibres treated with NaOH (×750). a) 

3%, b) 4%, c) 5%
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According to the SEM analysis in Figure 1, fibre 
surface roughness can be increased with higher alkaline 
concentration. However, excess concentration can 
damage the fibre surface through crack propagation. 
The FTIR analysis confirmed the removal of surface 
impurities. Moreover, excessive concentration can result 
in the removal of lignin and cellulose from the fibre 
surface making it necessary to identify the appropriate 
concentrations for fibre treatment. Based on the above 
results, an alkaline concentration of 4% can be considered 
as the most effective for fibre treatment. However, 
further comparison of the effects of 3%, 4%, and 5% is 
necessary to select the optimal solution. SEM images of 
3%, 4%, and 5% for comparing surface properties are 
shown in Figure 4.

	 The surface roughness of the 4% NaOH treated fibre 
(Figure 4b) is higher than that of the 3% NaOH treated 
fibre (Figure 4a). The fibre shown in Figure 4c for the 
5% NaOH treated fibre has begun to degrade. Therefore, 
the 4% NaOH treatment shows better surface properties 
from the SEM analysis.  The previous SEM analysis 
results and FTIR analysis indicate that the 4% NaOH 
concentration is the best for fibre treatment. 

DSC analysis of coir fibres 

The location and magnitude of the exothermic and 
endothermic peaks on the DSC curve show the  thermal 
phase transformation of the material during heating. 
Endothermic peaks provide information on sample 
phase transition, evaporation, dehydration, melting, 
and pyrolysis (Azwa et al., 2013; Ali & Alabdulkarem, 
2017). Exothermic peaks offer insights into chemical 
reactions, oxidation, crystallisation, decomposition, and 
combustion (Kabir et al., 2013). 

	 According to the results of SEM and FTIR analysis, 
the 8% NaOH treated sample shows a higher degradation 
on the fibre surface. Therefore, both the untreated and 
the treated samples were subjected to thermal analysis 
using NaOH concentrations of 2%, 4%, and 6% by DSC 
analysis. The results of the DSC analysis are presented in 
Figure 5. 

	 Both, untreated and treated samples gave an 
endothermic peak between 5 °C and 170 °C. This peak 
is attributed to the evaporation of moisture from the fibre 
surface (Kabir et al., 2013). The untreated fibre had the 
lowest moisture evaporation temperature indicating it 
contained the maximum moisture content.

Additionally, both untreated and treated samples 
displayed an exothermic peak in the temperature range 
of 260 °C to 320 °C related with the degradation 
of hemicellulose (Kabir et al., 2013). However, the 
decomposition temperature (272 °C) of hemicellulose 
in treated samples was higher than that in the untreated 
sample. The decomposition temperature for the 4% 
NaOH treated sample shows the maximum value.

	 Finally, untreated fibres show an endothermic peak 
in the temperature range of 296 °C to 390 °C, whereas 
the treated fibre shows exothermic peaks in the region 
of 300 °C to 360 °C compared to the untreated fibre. 
These peaks are related to the degradation of cellulose 
and lignin substances (Kabir et al., 2013). The untreated 
fibre contains high amounts of lignin and cellulose. This 
leads to high energy absorbance required to degrade 
the fibre, which causes an endothermic peak during the 
decomposition. However, the 4% NaOH treated sample 
shows the highest temperature (317 °C) for the third 
stage of decomposition. Therefore, based on the DSC 
analysis, the 4% NaOH treated sample shows the highest 
thermal stability due to the removal of impurities and 
hemicellulose from the fibre surface. 

	 The decomposition of the fibres followed the first, 
second, and third decomposition stages, as summarised 
in Table 1.

 

 

 

Figure 5:	 Differential scanning calorimetry (DSC) analysis for 
untreated and treated coir fibres
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The sample treated with 4% alkaline solution shows 
improved surface roughness, chemical composition, 
and thermal stability according to SEM, FTIR, and DSC 
analysis. Further, it is recommended to investigate the 
activation energy and lifetime of the fibre.

Thermal gravimetric  analysis and activation energy

Figure 6 shows the TGA and differential thermal 
gravimetric (DTG) curves, obtained at a heating rate 
of 5 °C/min for the 4% NaOH treated fibre. The two 
main steps of decomposition could be identified as 
the evaporation of water in the temperature range of 
25 °C to 150 °C, and the second stage that follows is 
the decomposition of lignocellulose substances in the 
temperature range of 175 °C to 430 °C (Azwa et al., 
2013; Alwani et al., 2014). 

Fibre treatment 1st stage
Moisture evaporation

temperature (°C)

2nd stage
Hemicellulose and lignin 

decomposition temperature (°C)

3rd stage
Cellulose decomposition 

temperature (°C)

Untreated fibre 17.91 264.43 305.47

2% NaOH treated 25.55 271.76 306.21

4% NaOH treated 20.06 272.73 317.07

6% NaOH treated 24.43 265.91 313.52

Table 1:	 Thermal analysis of untreated and treated fibres

 

 

 
Figure 6:	 Thermal gravimetric (TG) and differential thermal 

gravimetric (DTG) curves for the 4% NaOH treated fibre 
at a heating rate of 5 °C/min

Figure 7:	 Linear plot of FWO method

 

 

 

 

 

 

 

 

Figure 8:	 Linear plots of KAS method
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Next, the kinetic study was conducted with different 
heating rates of 5 °C/min, 10 °C/min, 12 °C/min, 
15 °C/min, and 20 °C/min to further investigate the 
thermal decomposition of the 4% NaOH treated fibre 
sample. The FWO, KAS, and Friedman methods were 
employed to determine the activation energy. Figures. 
7, 8, and 9 show the plots for the FWO method, KAS 
method, and Friedman method, respectively. 

	 The conversion rate of 0.1 provides the activation 
energy for the first stage decomposition of moisture 
evaporation. The lines between the conversion rates of 
0.2 to 0.6 are parallel to each other in the above three 
methods, which implies the possibility of a single 
reaction mechanism occurring at that conversion rate. The 
second stage of decomposition begins at the conversion 
rate of 0.2 (Alwani et al., 2014). However, the reaction 
mechanism changes after the 0.6 conversion rate due to 
the complex reactions of the fibre constituents at high 
temperatures (Alwani et al., 2014).

 

 

 

 

Figure 9:	 Linear plots of Friedman method

Table 2:	 Activation energies (kJ/mol) calculated from the three methods for conversion rates of 0.1-0.9

Conversion 
rate

FWO method Kissinger method Friedman method

Ea R2 Ea R2 Ea R2

0.1 34.39 0.9901 28.45 0.9852 17.45 0.8420

0.2 109.67 0.8916 100.74 0.8738 146.22 0.9490

0.3 143.22 0.9708 133.86 0.9666 138.54 0.9791

0.4 145.95 0.9811 136.35 0.9783 136.34 0.9612

0.5 143.08 0.9730 133.27 0.9689 126.81 0.9088

0.6 131.69 0.9933 121.64 0.9921 85.89 0.9256

0.7 55.31 0.9743 44.37 0.9986 30.28 0.9830

0.8 71.32 1.0000 58.88 1.0000 84.45 0.9794

0.9 113.65 0.9952 99.68 0.9940 118.41 0.9179

Table 2 summarises the activation energies obtained from 
the above three methods for the conversion rates ranging 
from 0.1 to 0.9. 

	 The activation energy for decomposition is 
changing from 109.67 to 145.95 kJ/mol, 100.74 to 
136.35 kJ/mol, and 85.89 to 146.22 kJ/mol in the FWO 
method, KAS method, and Friedman method, respectively, 
at a conversion rate of 0.2 to 0.6. The average activation 
energy (134.72 kJ/mol) obtained from the KAS method 
was higher than the other methods at a conversion rate 
of 0.2 to 0.6. The same observation can also be found 

in Alwani’s work, where the activation energy was 200 
kJ/mol, obtained from the Kissinger method (Alwani 
et al., 2014). 

Lifetime analysis for the 4% NaOH treated fibre

The main decomposition begins at the 0.2 conversion 
rate. Therefore, it is better to determine the lifetime of 
the 4% alkaline treated coir fibre at 25 °C. The average 
activation energy obtained from the three methods is 
E=128.88 kJ/mol at the 0.2 conversion rate. The slowest 
heating rate of 5 °C/min, was selected for this study 
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(Bogdanov et al., 2014). The temperature was Tc = 500 
K at this heating rate and the conversion rate 0.2. Then 
the E/RT value was calculated and utilized to find the 
log P(Xf) from the numerical integration table given in 
the reference (Toop, 1971). The antilog value of P(Xf) 
was calculated next, and the lifetime of the fibre was 
calculated using Toop’s equation (Toop, 1971; Bogdanov 
et al., 2014).

	 Figure 10 shows the estimated lifetime versus failure 
temperature for the 4% alkaline treated coir fibres 
obtained by using Toop’s method. The lifetime value 
of the 4% treated coir fibre sample was 6.55×106 hours 
(749 years) at 25 °C. However, the estimated lifetime 
was determined based on the activation energy value 
taken from the decomposition curves obtained in an inert 
atmosphere, without considering mechanical loading and 
weather conditions (Batista et al., 2015). Nevertheless, 
the above results indicate that the 4% alkaline treated 
coir fibres have an improved thermal stability at room 
temperature.

 

 

 

 

Figure 10:	 The estimated lifetime of the 4% NaOH treated coir 
fibres

Conclusion

The alkaline treatment effectively removes lignocellulose 
substances, oil, and wax from the surface of untreated 
coir fibres. This process alters surface roughness, the 
chemical composition and thermal stability of the fibres.
Surface roughness changes can be observed through 
SEM analysis showing an increase with higher alkaline 
solution concentrations. However, excessive alkaline 

concentration can damage the fibre surface. FTIR analysis 
confirmed the changes in the chemical composition of 
the fibre surface including significant reductions in 
hemicellulose, impurities, and partial removal of lignin 
with an insignificant removal of cellulose. 

	 The removal of lignocellulose substances from 
the fibre surface increased with higher alkaline 
concentrations. However, excessive concentrations 
caused surface damage particularly above 4% NaOH 
indicating the delicate balance required in the alkaline 
treatment processes. Additionally, improved thermal 
stability of the fibres is seen with alkaline concentrations 
up to 4% NaOH, but  further increase resulted in reduced 
thermal stability. These findings emphasize the need for 
careful optimization of alkaline treatment to enhance fibre 
properties. Therefore, according to the above results, the 
4% alkaline treatment was identified as the appropriate 
concentration.  

	 Model-free methods such as FWO, KAS, and 
Friedman methods provided information on the 
activation energy of the 4% treated fibre, providing 
insight into the minimum energy requirement of the 
first and second stages of fibre decomposition. The 
first stage decomposition occurs at the 0.1 conversion 
rate and the second stage decomposition occurs at the 
0.2 to 0.6 conversion rate. Lifetime analysis of the 
fibre at 0.2 is important before the fabrication process 
with the 4% treated fibre showing a lifetime value of 
6.55×106 hours at 25 °C, which reduces with increasing 
temperature. Therefore, it is especially important to 
maintain the fabrication temperature and the time to 
avoid fibre degradation. Further analysis of lifetime 
considering biological and chemical degradation factors 
is recommended.
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Abstract: This study introduces a pioneering approach called 
spatial blended convolutional neural network (SBCNN) tailored 
specifically for enhancing the visual quality of underwater 
images. Traditional methods often struggle with the challenges 
posed by underwater environments, such as light absorption, 
scattering, and colour distortion. SBCNN addresses these 
challenges by combining spatial techniques with convolutional 
neural networks (CNNs), leveraging the strengths of both 
approaches. The architecture of SBCNN is designed to 
effectively capture spatial details and structural information 
inherent in underwater images. It incorporates spatial CNN 
branches, which are specialized components dedicated to 
analyse and enhance spatial features within the image. By 
integrating these spatial branches with traditional CNN layers, 
SBCNN can effectively address the unique characteristics of 
underwater imagery. To assess the performance of SBCNN, 
the study conducted comprehensive experimental evaluations 
using three different datasets: UIEB, EUVP, and UFO-120 
and quantitative metrics such as peak signal-to-noise ratio 
(PSNR), mean square error (MSE), and Structural Similarity 
Index (SSIM) were utilized to compare the results with existing 
methods. The findings from these evaluations demonstrated 
significant improvements achieved by SBCNN over traditional 
techniques, indicating its effectiveness in enhancing the visual 
quality of underwater images. Furthermore, to validate the 
generalizability of the proposed method, cross-dataset testing 
was conducted on the EUVP ImageNet dataset and UIEB 
dataset.

Keywords: Contrast enhancement, Contrast stretching, 
convolution neural network, deep learning, Homomorphic 
filtering, underwater images.

Introduction

Underwater image enhancement is a field of research 
focused on improving the quality and visibility of images 
captured in underwater environments. Underwater imaging 
presents unique challenges due to the interaction of light 
with water. These challenges include light absorption, 
scattering, and colour distortion, which degrade the 
visible quality of underwater images. When light enters 
the water, it undergoes absorption by water molecules and 
dissolved substances. Different wavelengths of light are 
absorbed to different extents, resulting in colour changes 
and loss of originality in underwater images. As a result, 
underwater scenes often appear dominated by shades of 
blue or green, making it difficult to accurately perceive 
and differentiate objects (Ancuti et al., 2012). Scattering 
is another significant challenge in underwater imaging. 
When light encounters suspended particles, plankton, 
and other impurities in the water, it scatters in different 
directions. This scattering causes a reduction in contrast, 
making objects appear blurry or hazy, and reducing the 
visibility of fine details. As a result, underwater images 
often lack sharpness and low clarity, making it more 
challenging to discern objects and structures (Liu et al., 
2019). In addition to absorption and scattering, water 
also introduces haze and reduces contrast in underwater 
images. Haze is caused by the presence of suspended 
particles and dissolved organic matter, which scatter light 
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and create a hazy appearance. This haze further reduces 
visibility and limits the depth perception in underwater 
scenes.  Overcoming these challenges and enhancing 
underwater images is crucial for various applications. In 
scientific research, underwater images provide valuable 
information about marine ecosystems, species behaviour, 
and environmental changes (Prasath & Kumanan 2020). 
By improving the visibility and quality of these images, 
researchers can extract more accurate data and gain a 
better understanding of underwater environments. In 
fields such as underwater archaeology, enhanced images 
enable the documentation and analysis of submerged 
artifacts and structures, aiding in the preservation and 
interpretation of our cultural heritage. 

	 Over the years, researchers have explored both 
traditional methods and deep learning methods to address 
this problem. Traditional image enhancement methods 
can be divided into two categories: physical models and 
non-physical models. Physical models attempt to restore 
an image to its original state, while non-physical models 
enhance the image without attempting to restore it. 
Newer deep learning-based image enhancement methods 
can be divided into two categories: convolutional neural 
network (CNN)-based models and generative adversarial 
network (GAN)-based models. CNN-based models learn 
to enhance images by analyzing a large dataset of images. 
GAN-based models use two neural networks to compete, 
one network trying to generate realistic images and the 
other network trying to distinguish between real and fake 
images. 

	 Initially, traditional methods aim to address 
challenges in underwater imagery, such as colour casts, 
low contrast, and haze caused by light absorption and 
scattering. For instance, Hitam et al. (2013) proposed an 
adaptive histogram equalization technique specifically 
designed for underwater image enhancement. Unlike 
traditional histogram equalization, which applies a 
single transformation to the entire image, this method 
adaptively divides the image into smaller regions and 
performs histogram equalization independently in 
each region. By considering the local characteristics 
of an image, this approach can effectively enhance the 
contrast and visibility of the underwater images.  Bianco 
et al. (2015) adopted a colour correction technique that 
considers the physical properties of light absorption in 
water. It models the light absorption process using the 
properties of water, and uses this information to estimate 
and correct the colour cast in underwater images. By 
considering the specific wavelengths of light absorbed 
by water, this method can effectively restore true colours 
and enhance the visual quality of underwater images. In 

the work proposed by Abin et al. (2021), a fusion-based 
technique that combines information from multiple 
underwater images to enhance visual quality was 
proposed. By capturing multiple images with different 
exposure settings or from different viewpoints, this 
method overcomes the limitations of a single image and 
extracts more accurate scene detail. The captured images 
were aligned and fused using advanced image-fusion 
algorithms, resulting in an enhanced image with improved 
colour, contrast, and visibility. Zhou et al. (2022) 
developed a retinex theory, which aims to decompose an 
image into its reflectance and illumination components, 
to enhance underwater images. This approach employs 
multiscale analysis to capture both local and global 
image information. By manipulating the illumination 
component, which represents global lighting conditions, 
this method can alleviate the colour cast and significantly 
improve the overall appearance of underwater images. 
The approach of Muniraj and Dhandapani (2021) drew 
inspiration from image-dehazing techniques and adapted 
them for underwater image enhancement. It is assumed 
that the degradation of underwater images is similar to 
the effects of atmospheric haze in land-based images. 
This method employs dehazing algorithms to estimate 
and remove underwater haze, thereby enhancing the 
contrast, clarity, and visibility of underwater images. It 
considers the unique characteristics of underwater scenes 
and properties of light scattering in water. 

	 Traditional methods struggle to address the complex 
combination of light absorption, scattering, and colour 
distortion in severely degraded underwater images. Their 
simplistic enhancement techniques often fail to recover 
details from such images. Basic colour correction 
methods (e.g., white balance adjustment) often fall short 
in underwater conditions because they cannot accurately 
restore colours in images with severe wavelength-
dependent absorption, especially when red wavelengths 
are completely lost. Many traditional methods rely on 
manually tuned parameters (e.g., filter sizes, contrast 
enhancement levels), which can be difficult to optimize 
for different underwater conditions. This manual 
tweaking makes it hard to automate the enhancement 
process for a wide variety of images

	 In recent years, deep learning has gained significant 
popularity due to its effectiveness in various image 
processing tasks, including computer vision, image 
segmentation, pattern recognition, and image 
enhancement (Priyadharshini et al., 2021, 2023; Arun 
et al., 2024). CNN-based algorithms focus on preserving 
the original underwater image, while GAN-based 
approaches are designed to enhance the perceptual quality 
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of the images. However, the need for a large number of 
labelled images poses a challenge in real-world deep 
learning-based underwater image enhancement (Yang 
et al., 2019). Hashisho et al. (2019) developed a real-
time underwater image-enhancement model based on an 
end-to-end deep neural network. Their approach utilized 
a U-Net architecture with skip connections to capture 
both low- and high-level image features, resulting in an 
accurate enhancement. Although the model achieved real-
time performance and showed practical applicability, a 
drawback of this method is its dependence on large-scale 
annotated datasets, which can be time consuming and 
resource intensive. Consequently, the generalizability of 
this model to diverse underwater conditions is limited. 

	 With the advent of deep convolutional neural 
networks, Li et al. (2020) proposed a deep learning-
based method for enhancing underwater images using 
underwater scene priors. By incorporating these priors 
into their deep neural network architecture, they 
successfully improved visibility and restored colour 
in underwater images. However, one drawback of this 
approach is its limited effectiveness when applied to 
underwater scenarios with different characteristics. 
WaterNet is a deep learning-based approach proposed by 
Li et al. (2020) for underwater image enhancement. It 
utilizes a fully convolutional network (FCN) architecture 
to enhance the visual quality of underwater images. 
WaterNet effectively enhances the image clarity, colour 
correction, and overall visibility by training on a large 
dataset of paired underwater and reference images. 
Underwater convolutional neural network (UWCNN) 
is another deep learning method for underwater image 
enhancement introduced by Anwar et al. (2018). 
UWCNN employs a deep convolutional neural network 
with skip connections to capture and restore both low-
level and high-level features in underwater images. By 
incorporating skip connections, the UWCNN effectively 
preserves fine details during the enhancement process. 
This model was trained using a dataset of paired 
underwater and reference images to learn the mapping 
between degraded and enhanced image domains.

	 GAN-based methods, such as underwater GAN, 
proposed by Wang et al. (2019), leverage an adversarial 
learning framework to generate realistic and visually 
pleasing enhanced images. GAN-based methods 
produce visually appealing enhancements by capturing 
the statistical properties of the underwater scenes. In 
addition, CycleGAN, proposed by Du et al. (2021), is 
another popular deep learning model used for underwater 
image enhancement. CycleGAN is an image-to-image 
translation model that can learn mappings between 

different domains without requiring paired training 
data. By training on unpaired datasets of underwater 
and reference images, CycleGAN can learn to transform 
underwater images to resemble the characteristics of 
reference images, thereby effectively enhancing the 
visibility and overall quality of underwater images. 
While GANs offer significant potential in underwater 
image enhancement, their limitations such as the need for 
large datasets, training instability, potential artifacts, and 
computational complexity must be carefully considered 
and mitigated in practical applications.
	
	 In this study, we propose a spatial blended 
convolutional neural network (SB-CNN) technique by 
leveraging deep learning, specifically convolutional 
neural networks in combination with the traditional 
spatial enhancement technique, to enhance underwater 
images. The main contributions of this study are as 
follows.

Integration of deep CNN architecture with spatial 
enhancement technique to enhance image quality by 
preserving consistent colouring, structural similarity 
of scene content, and image sharpness.
Experiments are conducted using spatial techniques 
and deep learning techniques individually as well as 
in a combined manner.
Experiments, conducted on widely used datasets such 
as UEIB, UFO-120, and EUVP, demonstrate that 
our method delivers competitive performance while 
ensuring interpretability.
Cross validation on different datasets is carried out to 
prove the potential efficiency of this approach

Materials and methods

In this section, the datasets used for the experimentation, 
the proposed deep CNN architectures and the concept 
of transforming underwater images with spatial blended 
CNN enhancement are discussed.

UIEB dataset

The underwater image enhancement benchmark (UIEB) 
dataset comprises raw underwater images alongside 
their corresponding pseudo-reference images, which are 
used as a standard for evaluating real-world underwater 
image enhancement. For each raw image, the pseudo-
reference is selected from results produced by various 
UIE algorithms, aiming to identify the best possible 
enhancement. The subjective quality evaluation study 
of Li et al. involved gathering 890 raw underwater 
images and their associated mean opinion scores (MOSs) 

•

•

•

•
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through repeated assessments. This dataset offers a wide 
range of underwater scenes, showcasing diverse image 
content, resolutions, and quality degradation patterns (Li 
et al., 2020). Furthermore, the dataset also includes an 
additional set of 60 challenging images, which play a 
vital role in evaluating the efficacy of image enhancement 
algorithms. The sample images of UIEB dataset are 
shown in Figure 1. 

and unpaired underwater images, including around 
12,000 paired underwater dark, underwater ImageNet 
and underwater scenes and 8,000 unpaired samples. 
These images exhibit a wide range of perceptual quality, 
spanning from low to high. The dataset was created 
using seven different cameras, capturing images under 
diverse lighting conditions and water types. To generate 
distorted images from high-quality ones, the authors 
(Islam et al., 2020) utilized a learned underwater 
distortion model based on CycleGAN, ensuring realistic 
representation of underwater visual degradation. The 
EUVP underwater scene dataset includes various real 
and synthetic underwater environments like coral reefs, 
marine life, and wrecks, showcasing typical underwater 
challenges such as colour distortion, low contrast, and 
lighting issues. The EUVP ImageNet dataset consists 
of underwater-degraded images derived from ImageNet 
(a large-scale visual database for object recognition) 
scenes. These images have been artificially degraded 
to simulate underwater conditions. In this dataset, clear 
ImageNet images are transformed to mimic underwater 
distortions such as colour degradation, blurring, and 
contrast reduction: mimicking light attenuation in water. 
The EUVP underwater dark dataset contains underwater 
images captured in dimly lit or deep-sea environments 
where natural light is minimal or absent. These images 
exhibit extreme darkness, low contrast, and significant 
noise. The sample images of EUVP underwater scene 
dataset are shown in Figure 3.

UFO-120 dataset

The UFO-120 dataset is a specialized collection of 
underwater images designed for research and development 
in the field of underwater image enhancement and 
restoration. It was developed to address the challenges 
posed by underwater environments, such as colour 
distortions, poor visibility, and noise, which degrade 
image quality due to the scattering and absorption of 
light underwater (Jahidul Islam et al., 2020). Each image 
is accompanied by an associated ground truth image, 
resulting in a collection of 120 ground truth images. The 
images showcase a diverse range of underwater scenes, 
encompassing different settings, lighting conditions, and 
subject matter. The sample images of UFO-120 dataset 
are shown in Figure 2.

EUVP dataset

The enhanced underwater visual perception (EUVP) 
dataset contains an extensive collection of both paired 

Proposed SBCNN approach

This research work deals with two different approaches: 
non-physical model enhancement methods and 
transforming underwater images with spatial blended 
CNN enhancement methods for underwater image 
enhancement. 

Proposed spatial enhancement methods

The proposed methodology aims to improve the visual 
quality of underwater images using a combination of 
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Figure 1:	 Sample images of UIEB dataset (a) raw images (b) 
reference images

Source: Li et al., 2020
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Figure 2:	 Sample images of UFO-120 dataset (a) low-resolution 
distorted images (b) high-resolution ground truth images

Source: Islam et al., 2020
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techniques, as shown in Figure 4. The methodology 
consisted of several interconnected stages. In the first 
stage, colour correction (Tarhate, 2020) was applied 
to address colour distortion issues commonly found in 
underwater images. This step mitigates the distortions 
caused by the absorption and scattering of light in 
water, thereby restoring the original colour of the scene. 
White balancing involves both eliminating unwanted 
colour casts and adjusting white light to appear cooler. 
According to the white patch theory, the white balance 
algorithm relies on the maximum value of the combined 
blue, green, and red channels to adjust colours. Padding is 
then applied by adding empty pixels around the image’s 
edges to preserve its original dimensions, ensuring the 
image’s size and shape remain intact. Gamma correction 
is applied to control the overall brightness of an image, 
improving results when the image appears too dark or 
overly bright. The gamma value is typically set to 0.7  
based on observation. The mathematical formula for 
gamma correction is shown in equation 1:

  	 ...(1)

where  represents the corrected intensity,  is the 
original intensity, and γ is the gamma value.

	 Unsharp masking (USM) is a popular technique 
used to enhance image sharpness. Despite the name, it 
is designed to make an image look sharper by increasing 
the contrast along edges and fine details. The formula for 

unsharp masking is shown in equation 2:

 	 ...(2)

where:  is the sharpened image,  is the blurred 
(Gaussian-filtered) version of the image. In this work, 

 (scaling factor controlling the sharpness intensity) is 
set as 1. 

	 Homomorphic filtering (Seow & Asari,  2004) is used 
to enhance image quality further. This technique operates 
in the frequency domain by modifying the amplitudes of 
the frequency components in the image. Homomorphic 
filtering improves the clarity and detail of underwater 
images by selectively amplifying specific frequency 
ranges. The subsequent stage focuses on fusion, in which 
multiple images or image components are combined to 
create a single composite image with improved visual 
quality. Fusion techniques help integrate information 
from different images captured under varying conditions, 
reduce noise, enhance details, and improve the overall 
image quality. The fusion used here is average fusion. 
Finally, contrast stretching (Samir, 2020) was employed 
to address the poor contrast that is often observed in 
underwater images. This technique expands the range of 
intensity values in an image and improves the contrast 
and object visibility in underwater scenes. To evaluate 
the performance of the methodology, full-reference 
metrics (Guo et al., 2022) were utilized to objectively 
measure the image quality.  
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Figure 4:	 Block diagram  of  proposed spatial enhancement technique 

Proposed spatial blended CNN enhancement method

A novel method called spatial blended CNN is introduced 
for enhancing the sharpness and detail of images. The 
approach involves blending information from different 
scales to improve spatial resolution. The CNNs are used 
in this approach for feature extraction at different scales. 
The CNN learns to identify key features such as edges, 

textures, and other details from the input image. These 
features are extracted at various resolutions, which are 
then combined to form a sharper, more detailed output. 
Feature maps from different scales are concatenated 
along the channel dimension. This approach preserves 
all information from each scale, giving the network 
more flexibility. The spatial blended CNN architecture 
stands out by omitting normalization techniques and 
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fully connected layers, providing a unique approach to 
enhance underwater images. Normalization layers (Batch 
Normalization) are often used to stabilize training and 
accelerate convergence. However, they may inadvertently 
suppress or distort fine image details, which are critical 
for high-quality image enhancement tasks. By omitting 
normalization, the architecture retains the raw range 
of feature values, potentially preserving subtle details 
crucial for the enhancement process. Fully connected 

layers are typically used for tasks like classification or 
regression, where global image context is more relevant 
than spatial relationships. For image-to-image tasks like 
enhancement, spatial relationships and local features are 
more important. Fully connected layers, being inherently 
global, can lead to loss of spatial details. Instead, the 
architecture likely relies on convolutional layers that 
retain spatial information. The spatial blended CNN 
enhancement method is illustrated in Figure 5.

 

Fig 5.   Block diagram  of  Proposed Spatial Blended CNN Enhancement method 
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Figure 6:	 Proposed CNN architecture 

The method starts by preprocessing the input images. 
The images were resized to standardized dimensions 
of 256 × 256 pixels. To address colour distortion, red 
and blue channels are corrected with respect to green 
channel. First the RGB channels are normalized using 
the equation 3. 

    	 ...(3)

Where Ci′: The normalized value of the colour channel i 
(either Red, Green, or Blue).

Ci: The original value of the colour channel i.

: The mean of the grayscale version of the 
image.

: The mean of the colour channel i.

Then the colours in red and blue channels are corrected 
using equation 4 and 5 respectively.

  	 ...(4)

 	 ...(5)

This colour correction step aims to restore accurate 
colour information and enhance overall visual quality.
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Following the preprocessing stage, the method 
incorporates a deep CNN architecture, as shown in 
Figure 6, to learn the complex mapping between the 
original and enhanced images. A CNN consists of eight 
convolutional layers, typically followed by rectified 
linear unit (ReLU) activation, which introduces 
nonlinearity into the network. A regression layer is then 
added with the ninth convolutional layer to enable direct 
image enhancement. In each convolutional layer 128 
filters with size 3 ×3 are used. By training the CNN with 
600 epochs and a batch size of 128, the model learned to 
extract high-level features and generate enhanced images 
with improved visibility, reduced colour distortion, and 
enhanced overall quality. The learning rate is set as 0.001. 
Once the CNN model is trained, it is used to predict the 
enhanced images of the original underwater inputs. To 
further refine the quality of the predicted images, a series 
of post processing techniques were applied (Mousavi 
et al., 2023). These techniques include gamma correction 
to adjust pixel intensities, unsharp masking to enhance 
image sharpness, and contrast stretching to expand the 
dynamic range of the pixel values. The combination of 
these techniques results in enhanced underwater images 
with improved brightness, contrast, and visual appeal.

	 The training method involves pairing each input image 
with a corresponding reference image that serves as the 
target for training. The root mean square error (RMSE) 
is used as the loss function to measure the discrepancy 
between the enhanced and target images (Anwar et 
al., 2018). The RMSE loss function is represented by 
equation 6, 

   	 ...(6)

	 where M, N, and O denote the height, width, and 
number of channels in the image, respectively. The 
variables i, j, and k represent the coordinates within the 
three dimensions of the image. h(x) represents the original 
image, and y(x) represents the output image from CNN. 
The summation is performed over all pixel locations in 
the image. 

Results and Discussion

In this study, a method for enhancing underwater images 
is developed using a combination of spatial analysis and 
deep learning. Experiments were conducted to evaluate 
the effectiveness of the proposed approach by using three 
datasets: UIEB, UFO-120, and EUVP. The method was 
compared with existing techniques, and the results were 

measured using various metrics, such as PSNR, SSIM. 
This method showed significant improvements in image 
quality, reduced artifacts, and enhanced detail. A visual 
inspection confirmed the effectiveness of this approach.

Metrics

We performed a quantitative evaluation of the output 
of spatial blended CNN using well-established metrics 
commonly used in previous studies. These metrics include 
the mean square error (MSE), peak signal-to-noise 
ratio (PSNR), and structural similarity index (SSIM).
The PSNR metric quantifies the similarity between an 
image x and a reference image y by calculating the mean-
squared error (MSE) between them. The PSNR is given 
in equation 7:

 	  ...(7)

	 In this formula, MSE measures the average squared 
difference between the pixel values of x and y. The 
PSNR measures the ratio of the maximum possible 
pixel value squared (  for an 8-bit image) to MSE. 
A higher PSNR value indicates greater similarity and 
better reconstruction quality between the images. The 
structural similarity index (SSIM) compares image 
patches based on their luminance, contrast, and structure. 
It quantifies the similarity between two images, x and y, 
using equation 8.

   	 ...(8)

	 In this equation, µ represents the mean value, σ2 
represents the variance, and  represents the cross-
correlation between images x and y. The constants  
and  are included to ensure numerical stability and are 
calculated as   and 
           
	 An SSIM value of 1 signifies identical images (which 
are undesirable in image enhancement); it should not be 
excessively low. In most cases, an SSIM value between 
0.5 and 1 is considered desirable, striking a balance 
between preserving image structure and achieving 
desired enhancements.

Analysis

In this section, we analyze our proposed approach 
and evaluate its performance both qualitatively and 
quantitatively. We compare the results of our spatial 
approach and white balancing CNN with the Spatial 
Blended CNN in Table 1, 2, and 3. Additionally, we 
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compare the performance of the spatial blended CNN 
with four state-of-the-art methods on the underwater 
image datasets mentioned earlier, as shown in Table 4 
and 5. To assess the effectiveness of our method, we use a 
separate test set comprising two different dataset images 
that were not used during the training of the colour 
model in the spatial blended CNN pipeline. The results 
presented in the tables clearly demonstrate that the spatial 
blended CNN outperforms all other methods in terms of 
the MSE, PSNR, and SSIM metrics, establishing itself 
as the top-performing technique for underwater image 
enhancement on the above mentioned datasets.

Spatial approach

A spatial approach mentioned in Figure 4 was employed 
to enhance underwater images by applying various 
filters. These filters aimed to address issues such as 
low contrast, colour distortion, and noise. The results of 
the enhancement process were evaluated using several 
metrics, which are presented in Table 1. Additionally, a 
sample output image is provided to visually demonstrate 
the improvements achieved through the spatial approach. 
The sample image enhanced using this approach is shown 
in Figure 7.
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Figure 7:	 Sample enhanced image using spatial approach with different dataset 

When evaluated on the EUVP test image dataset, the 
method achieves better PSNR, MSE, and SSIM results 
compared to the UIEB and UFO-120 datasets. 

Dataset		  Spatial approach

	 MSE (×103) 	 PSNR	 SSIM

UIEB	 1.292	 17.542	 0.7197

UFO-120	 1.220	 17.043	 0.719

EUVP	 1.179	 18.641	 0.7961

Table 1: 	 Evaluation metrics for spatial approach 

White balancing CNN

A white balancing CNN was developed to enhance 
underwater images by improving their colour accuracy and 
reducing colour casts caused by water’s properties. This 
approach is similar to SB-CNN without post processing. 
The CNN was trained using a dataset of RGB underwater 
images and corresponding ground truth images with 
white balance adjustments. The trained network was 
then used to enhance new underwater images, resulting 
in improved colour accuracy and reduced colour casts. 
Figure 8 displays the output image generated by the white 
balancing CNN, and Table 2 provides a summary of the 
evaluation metrics. The white balancing CNN exhibited 
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Figure 8:	 Sample enhanced image using white balancing CNN with different datasets
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Figure 9:	 Sample enhanced image using spatial blended CNN with different datasets 

effectiveness in enhancing underwater images, yielding 
higher PSNR and SSIM values, as well as lower MSE 
values, compared to the spatial approach. Notably, when 
examining the performance across different datasets, 
the EUVP dataset consistently yielded superior results 
compared with the UIEB and UFO-120 datasets within 
the white balancing CNN network.

Datasets
White balancing CNN

 MSE (×103) PSNR SSIM

UIEB 0.831 19.721 0.758

UFO-120 1.102 18.659 0.752

EUVP 0.738 21.178 0.778

Table 2:	 Evaluation metrics for white balancing CNN approach 
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Spatial blended CNN

The spatial blended CNN shown in Fig 5 is used to 
enhance underwater images, combining spatial processing 
techniques with convolutional neural networks. The 
sample image enhanced using this approach is shown in 
Figure 9. Table 3 displays the evaluation metrics for the 
spatial blended CNN. The results in Table 3 demonstrate 
the effectiveness of the spatially blended CNN in 
enhancing underwater images. The higher PSNR and 
SSIM values, along with the lower MSE values, indicate 
improved image quality, better similarity to the reference 
images, and reduced errors. Notably, the spatial blended 
CNN performed exceptionally well on the EUVP, UIEB, 
and UFO-120 datasets, producing high-quality images 
comparable to the reference images. These results clearly 
establish the superiority of the spatial blended CNN over 
both the spatial approach and white balancing CNN in 
the arena of underwater image enhancement. Figure 10 
depicts the visual comparison of different underwater 
image enhancement methods adopted in this work.

Datasets
Spatial blended CNN

MSE (×103)  PSNR SSIM

UIEB 0.341 22.879 0.871

UFO-120 0.202 25.212 0.800

EUVP 0.160 26.380 0.789

Table 3:	 Evaluation metrics for spatial blended CNN
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Figure 10:	 visual comparison of different underwater image 
enhancement methods including spatial approach, white 
balance CNN, and spatial blended CNN

While the spatial approach may have obtained lower 
metric scores, it demonstrated exceptional performance 
in enhancing the image quality. In contrast, the white-
balancing CNN achieved a higher overall image quality. 
However, it is a spatially blended CNN that has proven to 
be the most effective method for producing high-quality 
images that closely resemble the reference images. 
The spatial blended CNN achieved higher metrics, 
indicating superior image quality. To further evaluate 
its performance, a comparison can be made between 
the metrics (PSNR and SSIM) and visual quality of 
the spatial blended CNN with other existing methods. 

Dataset Metrics
WaterNet 
(Li et al 
2020)

FUnIE-
GAN (Islam 
et al 2020)

Deep SESR 
(Jahidul et al 

2020)

Shallow-
UWnet 

(Naik et al 
2021)

FUnIE-
GAN-UP 

(Islam et al 
2020)

UGAN
(Fabbri 

et al 
2018)

UGAN-P 
(Fabbri 

et al 
2018)

iDehaze 
(Mousavi 

et al 
2023)

SBCNN

UIEB

MSE (×103) 0.843 0.824 0.803 0.890 - - - 1.062 0.341

PSNR 19.110 19.130 19.260 18.990 - - - 17.960 22.878

SSIM 0.790 0.730 0.730 0.670 - - - 0.800 0.871

UFO-
120

MSE (×103) 0.293 0.231 0.153 0.198 0.299 0.238 0.248 1.217 0.202

PSNR 23.120 24.720 26.460 25.200 23.290 24.23 24.110 17.550 25.212

SSIM 0.730 0.740 0.780 0.730 0.670 0.690 0.690 0.720 0.800

EUVP

MSE (×103) 0.226 0.142 0.193 0.104 0.196 0.155 0.155 0.322 0.16

PSNR 24.430 26.190 25.300 27.390 25.210 26.530 26.530 23.010 26.379

SSIM 0.820 0.820 0.810 0.830 0.780 0.800 0.800 0.840 0.789

Table 4:	 Performance comparison of SBCNN with existing approaches.
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This comprehensive assessment will provide a more 
comprehensive understanding of the effectiveness of 
spatial blended CNN’s in enhancing underwater images.

	 Table 4 presents a comprehensive comparison 
between the spatial blended CNN and various existing 
methods, including WaterNet, FUnIE-GAN, deep 
SESR, Shallow-UWNet, UGAN and iDehaze. In terms 
of SSIM, the SBCNN showed a slight advantage over 
Shallow-UWNet, but it exhibited a relatively higher 

standard deviation, indicating less stability in its results. 
The qualitative analysis on UIEB, EUVP and UFO-120 
datasets are shown in Figures 11, 12 and 13 respectively. 
Interestingly, when specifically compared to WaterNet 
using the UIEB dataset, the SBCNN demonstrated 
more accurate SSIM results and higher stability. It is 
worth noting that the comparison with the UIEB dataset 
showed better results for the spatial blended CNN, while 
the average results of the approach were obtained by 
evaluating it with the UFO120 and EUVP datasets.

 
UIEB 

Input 

     
SBCNN 

     
 
UFO-120 

Input 

     
SBCNN 

     
 
EUVP 

Input 

     
SBCNN 

     
 

Fig 9: Sample Enhanced Image using Spatial Blended CNN with different datasets 
 

 

 

 

 

 
 

 

 

 

Raw Red 
Channel 

GDCP UIBLA Fusion-
based 

FUnIE-
GAN 

UWCNN iDehaze SBCNN 

         

         

         

 
 

Raw Spatial WH-CNN Spatial 
Blended CNN 

Reference 

     

     

     

     
 

Figure11:	 Qualitative analysis on UIEB dataset. Existing approaches include Red Channel 
(Galdran et al 2015), GDCP (Peng et al 2018), UIBLA (Peng  & Cosman 2017), 
Fusion-Based (Ancuti et al 2012), FUnIE-GAN (Islam et al 2020) ,UWCNN (Li et 
al 2020) and iDehaze (Mousavi et al 2023) 
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Fig.12 Qualitative analysis on EUVP dataset. Existing approaches include Deep SESR (Jahidul et al 2020), FUnIE-GAN and 
FUnIE-GAN-UP (Islam et al 2020), UGAN and UGAN-P (Fabbri et al 2018) and iDehaze (Mousavi et al 2023) 
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Figure12:	 Qualitative analysis on EUVP dataset. Existing approaches include deep SESR (Jahidul et al 2020), FUnIE-GAN and FUnIE-
GAN-UP (Islam et al 2020), UGAN and UGAN-P (Fabbri et al 2018) and iDehaze (Mousavi et al 2023) 
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Fig.12 Qualitative analysis on EUVP dataset. Existing approaches include Deep SESR (Jahidul et al 2020), FUnIE-GAN and 
FUnIE-GAN-UP (Islam et al 2020), UGAN and UGAN-P (Fabbri et al 2018) and iDehaze (Mousavi et al 2023) 
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Figure13:	 Qualitative analysis on UFO-120 dataset. Existing approaches include Deep SESR (Jahidul et al 
2020), FUnIE-GAN and FUnIE-GAN-UP (Islam et al 2020), UGAN and UGAN-P (Fabbri et al 
2018) and iDehaze (Mousavi et al 2023) 

Cross-dataset Testing 

The SBCNN trained on EUVP underwater scene dataset 
is evaluated with two extra datasets: the EUVP ImageNet 
dataset, containing underwater-degraded images derived 
from ImageNet database, and the UIEB dataset. By 
using these two distinct datasets in cross-testing, we can 
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Fig.14. Qualitative analysis of cross-validation on (a) UIEB Dataset 
(b)EUVP ImageNet dataset 

 
Figure14:	 Qualitative analysis of cross-validation on (a) UIEB dataset (b)EUVP ImageNet dataset 

more rigorously assess the model’s robustness, adjust 
hyperparameters as needed, and ensure that the enhanced 
images are consistent in quality across different types of 
underwater scenes. Figure 14 showcases the results of this 
cross-validation process, highlighting the performance 
and validation of the method in enhancing underwater 
images.
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The cross-dataset testing results in Table 5 provide 
key quantitative insights into the SBCNN method’s 
performance across the UIEB and EUVP ImageNet 
datasets. The lower mean squared error (MSE) values 
achieved on both datasets suggest that the SBCNN 
can closely reconstruct the ground truth images with 
minimal error, which is crucial for accurate underwater 
image enhancement. Specifically, the MSE value for 
the UIEB dataset is 0.809×103, while for the EUVP 
ImageNet dataset, it is slightly lower at 0.782×103. 
This small difference suggests a consistent performance 
across different underwater image sources, indicating the 
robustness of the method.

Table 5:	 Cross-dataset testing

Dataset	 MSE (×103)  	 PSNR	 SSIM

UIEB	 0.809	 20.429	 0.8283

EUVP imagenet	 0.782	 20.717	 0.7538

Conclusion

In conclusion, the proposed method for enhancing 
underwater images demonstrates superior performance 
compared with existing techniques, as evidenced by 
improved objective metrics such as PSNR, MSE, and 
SSIM. By leveraging spatial processing techniques and a 
deep CNN architecture, this method effectively addresses 
common challenges in underwater imaging, including 
colour distortion, limited visibility, and scattered light, 
resulting in significant improvements in image quality. 
Moreover, innovative post-processing algorithms further 
refine the predicted images, enhancing brightness, 
contrast, and overall visual appeal. The combined use 
of deep learning techniques and spatial post-processing 
algorithms enables substantial improvements in colour 
accuracy, visibility, and overall image quality in the 
challenging domain of underwater imaging, making it a 
promising solution with diverse applications in marine 
research, underwater exploration, and related fields.
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reporting the results of investigations on human subjects or on animals must include a statement to the effect that the relevant national or other 
administrative and ethical guidelines have been adhered to, and a copy of the ethical clearance certificate should be submitted. Methods of statistical 
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conclusions not completely supported by data should be avoided.
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•	 Multiple publications by the same first author in the same year should be coded by letters, (i.e. Thompson, 1991a, 1991b,1992,1993).
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Abbreviations and Symbols: Unless common, these should be defined when first used, and not included in the abstract. The SI System of units 
should be used wherever possible. lf measurements were made in units other than SI, the data should be reported in the same units followed by SI 
units in brackets, e.g. 5290 ft (1610 m).

Formulae and Equations: Equations should be typewritten and quadruple spaced. They should be started on the left margin and the number placed 
in parentheses to the right of the equation.

Nomenclature: Scientific names of plants and animals should be printed in italics. In the first citation, genus, species and authority must be given.
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Tables and figures: Tables and Figures should be clear and intelligible and kept to a minimum, and should not repeat data available elsewhere in 
the paper. Any reproduction of illustrations, tabulations, pictures etc. in the manuscript should be acknowledged.

Tables: Tables should be numbered consecutively with Arabic numerals and placed at the appropriate position in the manuscript. If a Table must be 
continued, a second sheet should be used and all the headings repeated. The number of columns or rows in each Table should be minimized. Each 
Table should have a title, which makes its general meaning clear, without reference to the text. All Table columns should have explanatory headings. 
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Figures: All illustrations are considered as figures, and each graph, drawing or photograph should be numbered consecutively with Arabic numerals 
and placed at the appropriate position in the manuscript. Any lettering to appear on the illustrations should be of a suitable size for reproduction and 
uniform lettering should be used in all the Figures of the manuscript. Scanned figures or photographs should be of high quality (300 dpi), to fit the 
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Length: km, m, mm, μm, nm Time: year(s), month(s), wk(s), Molecular weight: mol wt

Area: ha, km2, m2 d(s), h, min, s Others: Radio-isotopes: 32P
Capacity: kL, L, mL, μL Concentration: M, mM, N, %, Radiation dose: Bq
Volume: km3, m3, cm3 g/L, mg/L, ppm Oxidation-reduction potential: rH
Mass: t, kg, g, mg, μg Temperature: °C, K Hydrogen ion concentration: pH

Gravity: x g

•
•
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