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EDITORIAL

Is there such a thing as self-plagiarism?  

The Oxford English Dictionary defines the word 
‘plagiarize’ as “take the work or idea of someone else 
and pass it off as ones own”. Taken in this sense, the term 
‘self-plagiarism’ is an oxymoron. Nevertheless, the term 
is widely used and is defined in the Mirriam Webster 
dictionary as “The re-use of one’s own words, ideas or 
artistic expressions from preexisting material, especially 
without acknowledgement of their earlier use”. We prefer 
the use of the ethically neutral term ‘text recycling’ to 
cover most situations where authors use previously 
published text in a new paper. 

 Text recycling can occur in many different contexts. 
Editors of research journals need to exercise good 
judgement in deciding when it is permissible and when it 
is not. It is not meaningful to merely consider similarity 
percentages generated by plagiarism detecting software 
and set cut off levels. In evaluating text recycling, the 
JNSF considers intent to be of paramount importance. Is 

there an attempt to mislead by not providing references 
to previously published work? Related to intent is the 
issue of novelty. Does the paper contain sufficient new 
material worth disseminating to the scientific community? 
The answers to these two questions generally provide a 
reasonable basis to form a judgement on permissible and 
non-permissible text recycling. 

 One situation in which text recycling is permissible 
is in the description of experimental methods which have 
been published before, but need to be restated in the 
context of a new paper using the same method but with 
different substances and different values for parameters 
such as mass, volume, temperature and time. In such a 
situation, the attempt to reduce the similarity percentage 
of the paper by modifying the sentences and phrases used 
can result in an awkward text lacking the clarity and 
focus of the original. Ironically, it can even be conceived 
as an attempt to mislead!

Ajit Abeysekera
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Construction of an effective telephone bandwidth specifically for 
speaker recognition 

Abstract: Although the telephone bandwidth is 0-4 kHz, 
the speaker specific information is not evenly distributed 
within this range but extends beyond 4 kHz. This is because 
the hypopharynx, especially the piriform fossa, affects the 
higher frequency region and contributes more to inter-speaker 
variation. By effectively shifting the higher bands to a lower 
frequency region, where speaker specific information is 
reduced, an effective 4 kHz bandwidth can be constructed to 
enhance speaker recognition performance. To achieve this 
a method was already proposed, which is extended in this 
paper to experimentally demonstrate and validate with more 
experiments. Furthermore, this paper defines the theoretically 
possible frequency space for which the frequency shifting 
method can be applied. To validate the method for different 
combinations of bands, possible bands were shifted in various 
directions in small steps. Speaker recognition experiments were 
conducted at each step to compare the performance against the 
baseband without any frequency shifting. Using the results of 
these extensive experiments, an approximate frequency space 
was defined where this frequency shifting performed better 
than the conventional baseband of 0-4 kHz signal. A simplified 
frequency shifting method was also investigated. Finally, the 
speech intelligibility of the frequency shifted narrow band 
speech signal was analyzed using objective speech quality 
measures. This showed that intelligibility was not significantly 
affected by the frequency shifting method. 

Keywords: Frequency band shifting, speaker recognition, 
speaker specific information, speech intelligibility

INTRODUCTION

Automatic speaker recognition can be used as a remote 
biometric authentication when speech is transmitted over 
a telephone channel. The bandwidth of the speech signal 
that can be used for the authentication system is limited 
to 4 kHz so as to match the telephone bandwidth. This 
could be one of the reasons why the regular National 
Institute of Standards and Technology (NIST) speaker 
recognition evaluation is conducted using speech signals 
sampled at 8 kHz (NIST, 2008). On the other hand, it has 
been shown through several psycho-acoustic experiments 
that this narrow telephone bandwidth of 0-4 kHz is not 
the only frequency range that contains the most speaker 
specific information, but higher frequency regions have 
more speaker specific information (Dang & Honda, 
1997; Kitamura et al., 2005; Lu & Dang, 2008; Hyon 
et al., 2012). 

 Kitamura et al., (2005) concluded that the 
hypopharynx behaves relatively stable during vowel 
sound production but varies more among different 
speakers. This conclusion was reached through a 
morphological analysis of inter-speaker and intra-speaker 
variation using MRI images. In terms of the frequency 
region, the spectra beyond 2.5 kHz are known to be 
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affected by variations of the speaker’s  hypopharynx. The 
hypopharynx consists of the laryngeal tube and bilateral 
cavities of the piriform fossa, which are located at the 
bottom of the vocal tract. In particular, the piriform fossa 
showed inter-speaker variation in shape, area and depth 
of those cavities (Kitamura et al., 2005).

 Furthermore, Takemoto et al., (2006) studied the role 
of the laryngeal cavity in relation to vocal tract resonance. 
The laryngeal cavity was found to contribute significantly 
to the formation of the fourth formant. It specifically 
suggests that the fourth formant is defined almost only 
by the geometry of the laryngeal cavity. In addition, the 
cluster of 3rd and 4th formants were also shown to be 
controlled by the geometry of the laryngeal cavity. This 
is a significant finding for speaker recognition since the 
geometry of the laryngeal cavity is a speaker dependent 
property. This again supports the fact that the higher 
formant region, compared to the lower formant region, is 
significant for speaker recognition. A recent analysis on 
identical twins, having implications on forensic speaker 
recognition, revealed that higher frequency formants 
have a greater speaker discriminative ability compared 
to lower frequency formants (Cavalcanti et al.,2021). In 
particular, the fourth formant was found to contain the 
highest speaker discriminative ability.

 Further to the above findings of the lower vocal tract 
areas such as the piriform fossa that contribute to speaker 
specific information, Dang & Honda (1997) used MRI 
images of the piriform fossa to investigate their effect 
on the frequency spectra.  The area function of the 
piriform fossa was shown to have more variation among 
different subjects but behaved relatively stable for vowel 
production. Further results revealed that the piriform 
fossa affected the frequency range from 4-5 kHz. This 
finding was again confirmed in an experiment using 
MRI based 3D printed vocal tract (Delvaux et al., 2014). 
This further supports the findings that higher frequency 
regions are significant for speaker recognition. 

 In addition to the above morphological analysis, 
statistical based feature level analysis was done by Lu 
& Dang (2008) to quantify the distribution of speaker 
specific information in different frequency regions 
using the F-ratio, and mutual information on a 16 kHz 
database. It was concluded that three regions, specifically 
100 –300Hz, 4–5.5 kHz, and an area around 7.5 kHz 
contained more speaker specific information. Further, 
the study suggested that the area between 0.5 kHz 
and 3.5 kHz contained relatively less speaker relevant 
information. Their findings were validated by obtaining 
a better speaker recognition performance using a non-
uniform filter bank that highlights the frequency regions 
with higher speaker specific information. 

Another study analyzed the speaker specific information 
at the feature, model and classification level on NIST 
data (Thiruvaran et al., 2009). At the feature level it used 
scatter matrix-based separation index measures. At the 
model level, it utilized a Kullback-Leibler distance-based 
measure.  At the classification level, a series of speaker 
recognition experiments were conducted by leaving out 
one band to determine the contribution of that band on 
speaker recognition. The observations derived from 
these three levels of analysis for the telephone bandwidth 
data can be summarized as follows. The frequency range 
approximately between (1) 300-1000 Hz contributes 
to speaker recognition but not consistently in all three 
analyses; (2) 1000-2000 Hz contributes weakly to 
speaker recognition, consistent with Dang & Honda 
(1997); (3) 2000-3000 Hz contributes strongly to 
speaker recognition supporting the effect of the piriform 
fossa (Hyon et al., 2012); and (4) 3000-3700 Hz is 
undetermined since it crosses the stop band region of the 
telephone bandwidth.

 The study of a wide band signal with a bandwidth 
of 22.05 kHz reveals that the spectrum between 
2000 - 5000 Hz contains significant speaker-specific 
information, as demonstrated in speaker recognition 
experiments (Thiruvaran et al., 2009). Thus, all the above 
findings imply that the telephone bandwidth misses these 
speaker-specific information.

 These observations provide motivation to develop 
a method that effectively utilizes the parts of speech 
bandwidth containing rich speaker-specific information. 
This method would enable the transmission over a 
telephone channel while retaining the advantage of remote 
authentication. The objective is to construct an effective 
4 kHz band speech signal that  includes speaker-specific 
information from both narrow and wide band signals. This 
signal will then be down sampled to an 8 kHz sampling 
frequency so that it can be transmitted over a telephone 
channel. To achieve this objective a frequency shifting 
method was proposed earlier (Thiruvaran et al., 2015). 
This paper seeks to extend this method by providing 
experimental validation for a range of frequencies. This 
shall be done with extensive experiments, reformulating 
the conditions, defining a theoretically possible 
frequency space for this method to be applicable, 
and finally studying the speech intelligibility of the 
frequency shifted signals. Based on the experiments an 
approximate frequency range will be determined where 
this method outperforms the baseband signal of 0-4 kHz. 
Additionally, a simple frequency shifting method without 
the lower band, would be shown to be ineffective as an 
alternative for the proposed frequency shifting method. 
Thereby this method will comprehensively demonstrate 
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the effectiveness of the frequency shifting method for 
speaker recognition. 

 This frequency-shifting method can be implemented 
through a mobile app that needs to be installed by clients 
or customers of a service institute, such as a bank or any 
institute, that requires secure access. The mobile app will 
convert the bandwidth of the speech signal using the 
proposed frequency-shifting method and then transmit it 
over the telephone channel. 

 It is worth noting that recently, methods for bandwidth 
extension for the recognition of narrow band speakers 
has been widely discussed (Abel & Fingscheidt, 2018; 
Nidadavolu et al. 2018; Kaminishi et al. 2019; Kamnishi 
et al. 2020). However, the method proposed in this paper 
is conceptually different from those bandwidth extension 
methods. Bandwidth extension methods involve adding 
extra bandwidth beyond the narrow band together with 
the full narrow band, resulting in an effective bandwidth 
of more than the narrow bandwidth of 4 kHz. On the 
contrary, the method discussed in this paper replaces 
some spectral content from the narrow band with some 
spectral content taken from beyond the narrow band 
while the total bandwidth remains at 4 kHz.

 There is another context to the spectral shifting 
discussed in the literature that is related to cochlear 
implants (CI) where only a limited number of electrodes 
are used to process the speech. There are significant 
differences between the neural pattern generated by 
CI and the central speech pattern that post-lingually 
deafened patients previously developed in their brain 
(Fu et al., 2005). One reason suggested is the spectral 
shift or distortion due to the CI electrodes compared to 
the natural cochlear. This spectral shifting is actually a 
distortion in the CI and the effect and implication of this 
spectral shifting is further discussed in literature (Li and 
Fu, 2010, Chennupati et al., 2018). However, the use 
of the term ‘spectral shifting’ in the above CI related 
literature is entirely different from the one addressed 
in this paper. It is important to note that the  spectral 
shifting discussed in this paper is not the same as in the 
aforementioned  context. 

MATERIALS AND METHODS

Frequency shifting process and conditions on band 
edge frequencies

This section briefly describes the process of shifting a 
high frequency band to replace a relatively less speaker-

specific frequency band to form an effective telephone 
speech bandwidth, which was initially proposed in 
Thiruvaran et al., (2015). Based on the above studies 
on the distribution of speaker-specific information, 
it can be broadly concluded that there are two distinct 
areas contributing significantly to speaker recognition 
compared to other areas of the spectrum. These areas 
are (i) in the very low frequency region, and (ii) extend 
beyond the narrow band telephone bandwidth region. 
These areas are symbolically represented in Figure 1 as 
band AB and band CD where the actual value of f1, f2 
and f3 would vary under different analysis. Hereafter, 
for simplicity of explanation, the first band and the 
second band are referred to as ‘band AB’ and ‘band CD’, 
respectively, as illustrated in Figure 1. The first band is 
loosely connected with the vocal fold and lower formant 
area, while the second band is related to the hypopharynx 
area in the human speech production system.  

Figure 1: Frequency of bands contributing to speaker recognition 
(Thiruvaran et al., 2015)

If the biometric authentication is to support remote 
authentication, then the signal should be transmitted 
over the telephone channel with a bandwidth of 4 kHz. 
It is observed from the discussion in the introduction 
that the second band CD in Figure 1 spans outside the 
telephone bandwidth of 4 kHz. To effectively use the two 
bands, shown in Figure 1, a method is illustrated as a 
schematic diagram in Figure 2, which was first proposed 
in Thiruvaran et al., (2009). First, the lower band AB is 
extracted using a low pass filter. Then the second band 
CD is extracted by a band pass filter. Subsequently, this 
band pass signal must be moved to fill the gap between 
f1 and f2 as shown in Figure 1. This moving or shifting 
is performed by modulating the band pass signal by a 
frequency of (f2-f1). Then this modulated signal is added 
to the lower band signal that is extracted by the first low 
pass filter. This is followed by applying a low pass filter 
to remove the content beyond the telephone bandwidth 
of 4 kHz. This filtering also serves  as an anti-aliasing 
filter for the final down sampling step. After the down 
sampling, the shifted 4 kHz signal can be used for 
telephone transmission. 
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Conditions on the band edge frequencies

The conditions to be satisfied by this frequency shifting 
method, which was previously derived (Thiruvaran 
et al., 2015), are outlined here with modifications. The 
inequalities now involve only two parameters namely, f1 
and f2. This adjustment aims to facilitate the subsequent 
experiments where these two parameters will be varied. 
In order to obtain a 4 kHz telephone bandwidth, the 
condition in (1) is introduced that ensures that band AB 
and band CD together form a 4 kHz bandwidth. The 
variables and values in all the equations and figures are 
in kHz.

  
   ...(1)

 Since this first condition (1) is an equation, the 
number of free parameters reduces from 3 to 2. Thus, the 
rest of the conditions are defined with two parameters, f1 
and f2.   

 Further, it is necessary to avoid distortions due to 
modulation. There are two possibilities for distortions. 
The band after the bandpass filter before modulation is 
illustrated in Figure 3 (a). Let the magnitude spectrum 
after modulation be as illustrated in Figure 3 (b) where 
band C’D’ and C’’D’’ are the modulated bands of the 
band pass signal of the band CD. The first possibility of 
distortion is when the frequency of point C’’ becomes 
less than that of point D’; that is, in Figure 3 (b) if band 
C’’D’’ falls on to band C’D’. To avoid this distortion, 
equation (2) must be satisfied. When this condition is 
combined with equation (1), it reduces to (3), which is 
the second condition.

 ...(2)

 ...(3)

 The second possibility of distortion is when the 
band edge D” is beyond , where  is the sampling 
frequency of the original signal before down sampling. 
In this case the possibility of distortion arises when the 
band C’’D’’ is aliased onto the band C’D’. In Figure 3(c) 

Figure 2: Schematic diagram of the frequency shifting method to construct an effective telephone 
bandwidth specific to speaker recognition. The frequency spectrums at different places in 
the schematic are also included (Thiruvaran et al., 2015).

Figure 3: Positive side of the frequency spectrum after modulation. 
(a) spectrum of the band pass signal before modulation, 
(b) after modulation when there is no aliasing and (c) 
when there is aliasing; the aliased section is drawn with 
an opposite lines of hatching. (modified from Thiruvaran 
et al., 2015) 
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the point D’’ has aliased since in this case  
is greater than . The aliased point will fall back at 

 as illustrated in Figure 3 (c). To avoid 
this distortion the point D’’ should not fall onto band 
C’D’. For this, the condition in (4) should be satisfied. 
This condition reduces to (5) when  is eliminated.  

 ...(4)

 ...(5)

 It should be noted that any aliasing of the band 
C’’D’’ on itself does not affect the final output since the 
subsequent low pass filter ultimately removes the band 
C’’D’’. 

 The motivation for this method is to include a higher 
band within the 4 kHz bandwidth. This means the first 
band AB should be less than 4 kHz, which is the fourth 
condition as in (6).

   ...(6)

Thus, there are four constraints on f1, f2 and f3, namely 
equations (1), (3), (5) and (6) that must be satisfied for 
this frequency shifting method to be applicable.

 This paper hypothesizes that by carefully selecting 
the frequencies, f1, f2 and f3, the performance of the 
speaker recognition system can be improved compared 
to taking the band of 0-4 kHz when performing remote 
authentication through a telephone channel. 

Theoretically possible frequency space for band edge 
frequencies

The theoretically possible frequency space suitable for 
the proposed frequency shifting is defined here using 
the conditions derived in the previous section when the 
sampling frequency was 16 kHz. Though the sampling 
frequency of the wide band signal considered is 16 kHz, 
this technique is applicable for any wide band signal for 
a sampling frequency higher than 16 kHz. However, the 
distribution of speaker specific information beyond 8 
kHz is not that significant (Thiruvaran et al., 2009).

 The theoretically possible frequency range for bands 
AB and CD (Figure 1) is the range of possible band edge 
frequencies f1, f2, and f3 that satisfy the four conditions 
defined in (1), (3), (5) and (6). Since  equation (1) resulted 
in two free variables, f1 and f2 are taken as the free 
variables to define the theoretically possible frequency 
space for the band edge frequencies. This theoretically 

possible frequency space is shown in Figure 4 where the 
trapezoidal area defined by the lines QR, RS, ST, and 
TQ define the possible values of f1 and f2 that satisfy 
all the inequalities. Lines RS, QT, and ST represent the 
inequalities (3), (5) and (6), respectively.

Figure 4: Theoretically possible frequency space for the frequency 
shifting method to be applicable in terms of the band edge 
frequencies of f1 and f2 for the bands AB and CD.

Selection of a suitable bandwidth for frequency band 
shifting

Experiment to determine the initial band AB

Initially, an empirical study was performed to check which 
frequency bands performed better after frequency shifting 
when compared to the conventional baseband signal of 
0-4 kHz. That is, speaker recognition experiments were 
conducted with the signal obtained after performing this 
frequency shifting with different band edge frequencies. 
These results are compared with the conventional speaker 
recognition system that uses the 0-4 kHz bandwidth. Here 
the problem of selecting a suitable range of bandwidth 
for AB and CD (Figure 1) can be considered as selecting 
suitable values for the band edge frequencies f1, f2 and 
f3 subject to the four conditions defined in (1), (3), (5) 
and (6). 

 Initially, speaker recognition experiments were 
conducted to determine the frequency area in the spectrum 
that contributes more to speaker recognition, i.e., to 
determine the spectral area that contains the most speaker 
discriminative information. This is studied by taking a 
single bandwidth of 1 kHz at a time and extracting the 
features for the speaker recognition experiment.
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Experiments with varying bandwidth

The most suitable bands were found by gradually 
expanding or contracting bands AB and CD while 
ensuring that conditions defined by (1), (3), (5) and (6) 
were met. Since an empirical search spanning all possible 
scenarios would take a very long time, only a limited 
search was performed. For simplicity the starting point 
for the search for suitable bands was fixed by considering 
f1 as 1 kHz, f2 as 3 kHz and f3 as 6 kHz.

Database and speaker recognition system

For this experiment a speech database of the IARPA 
Babel Tamil language collection sampled at 16 kHz was 
used (Chen et al., 2015). Recordings of 247 male speakers 
in this database were used for this experiment with 
approximately 80 hours of recording. Each speaker had 
an average of about 300 recordings. Out of 247 speakers, 
97 were used for the universal background model 
(UBM) and the rest 150 speakers used for evaluation. 
The evaluation list was prepared with 15,000 target and 
89,400 non-target trials. The popular speaker recognition 
database of NIST, used for regular evaluations (NIST 
2008), with a 8 kHz sampling frequency was not suitable 
for this experiment.

 A Mel-frequency cepstral coefficient (MFCC)-based 
standard feature was used as the feature. An i-vector-
probabilistic linear discriminant analysis (PLDA)-based 
backend was used (Ye et al., 2016). The equal error rate 
(EER), which is the point where miss probability and 

false alarm probability are the same, was used as the 
performance metric.  

Frequency shifting without the lower band – an 
alternative method

This section analyses a simpler modified method for 
frequency shifting by using a single band of 4 kHz 
bandwidth from a high frequency area beyond 2 kHz. 
The band EF in Figure 5 (a) is shifted according to the 
schematic diagram illustrated in Figure 5 (b). In this 
method, a single higher frequency band is obtained by 
a band-pass filter and then moved to the baseband by 
modulating it using an oscillator with a frequency of 
f4. After modulation, the band that was shifted to the 
baseband is retained by the low-pass filter with a cut-off 
frequency of 4 kHz. This low pass filter will act as an 
anti-aliasing filter for the subsequent down sampling by 
a factor of 2, for this particular case, where the original 
sampling frequency was 16 kHz. 

 This system differs from that in Figure 2 by not 
having the low-pass filter parallel branch and the added 
module since there is no lower frequency band. This 
modification was motivated by the observation that the 
hypopharyngeal cavities are less affected by the phonetic 
content, which modify the spectrum beyond 2.5 kHz 
(Takemoto et al., 2006). 

 Thereafter three-speaker recognition experiments 
were conducted by using a 4 kHz bandwidth of signal 
beginning after 2 kHz. 

Figure 5: (a) The band EF of 4 kHz bandwidth in the higher speaker specific area as a 
single band, and (b) the schematic diagram of the frequency shifting to shift 
band EF to the baseband to form the narrow band 4 kHz signal. 
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Effect of frequency shifting on intelligibility

When the signal is distorted by the proposed method, the 
quality, specifically intelligibility, is an important factor to 
be analyzed. Though the proposed method was developed 
with the primary focus on speaker authentication, speech 
intelligibility cannot be compromised adversely. That 
is, the strength of the speaker specific information must 
be improved to increase the accuracy of the recognition 
of the speaker, as long as intelligibility is reasonably 
sufficient and not necessarily at its best. If the content of 
the speech is slightly unclear then it can be repeated to 
clarify the content. 

 In this section, the quality of the reconstructed speech 
signal, after the proposed frequency band shifting process, 
is objectively analyzed using the metrics perceptual 
evaluation of speech quality (PESQ) (International 
Telecommunication Union (ITU), 2001) and the virtual 
speech quality objective listener (ViSQOL) (Hines 
et al., 2015). ViSQOL gave comparable performance to 
perceptual objective listening quality analysis (POLQA), 
which is released by ITU as a licensed software 
(International Telecommunication Union, 2011). The 
purpose of this analysis is to determine if there is a 
significant drop in the intelligibility of the reconstructed 
signal. 

 One hundred recordings in the TIMIT database was 
used for this experiment. The original recordings of 16 
kHz sampling frequency were converted to 8 kHz signals 
after performing the band shifting according to Figure 2. 
The recordings were then compared with the reference 
recordings obtained by directly down sampling (0-4 
kHz baseband signal) without shifting the bands using 
PESQ and ViSQOL metrics. The reference recordings 
are the baseband signal used in speaker recognition 
experiments. 

Filter design

Non-linear elliptic filters with 0.5 dB pass band ripple, 60 
dB stop band attenuation, and a 500 Hz transition band 
were utilized in the filter design. Minor variations in the 
ripple and attenuation did not produce any significant 
change in the results. The elliptic filter was selected for 
its narrow transition band. 

 Phase information could not be preserved when a 
band outside the 0-4 kHz range is shifted within the band, 
regardless of whether a linear filter or non-linear filter 
was used. Non-linear filters are used to take advantage 

of lower computational complexity resulting from the 
use of lower order filters. Further, the phase distortion 
is tolerable in speaker recognition. The standard MFCC 
feature used in state-of-the-art speaker recognition 
systems does not preserve phase information but works 
well for that task. Though the phase is a concern in speech 
reconstruction, the purpose is not speech enhancement 
but to avoid complete loss of intelligibility. The quality of 
the reconstructed speech is always lower than the original 
since the process is optimized for speaker information 
and not for phonetic information. The band shifting is 
the primary reason for the drop in quality but the phase 
distortion due to non-linear filters may also cause a drop 
in the quality. The phase is distorted not only by non-
linear filters but primarily by the band shifting process. 
Thus, even if a linear filter is used the phase distortion 
cannot be avoided. Further, as mentioned earlier, since the 
purpose is not speech enhancement the phase distortion 
is tolerable. Thus, non-linear filters were used.

RESULTS AND DISCUSSION

Results of speaker recognition experiments to find the 
initial band AB

For the experiments described to find initial band AB, 
the performance in terms of EER against the bandwidth 
is shown in Figure 6 where the x-axis shows the band 
used for each experiment. It can be assumed that a 
lower EER corresponds to a higher level of speaker 
specific information. The pattern of variation observed 
here is similar to the general pattern, discussed in the 
introduction, where the distribution of speaker specific 
information in the frequency space is discussed. It was 
observed that the 0-1 kHz band gave the lowest EER and 
thus can be considered as having the most speaker specific 
information. The 0-1 kHz band was chosen as the initial 
range for the band AB in the upcoming experiments in 
the next section. The objective was to test different band 
edge frequencies to determine the appropriate range 
of frequency for the above frequency shifting method. 
This observation partly justifies the selection of initial 
values of f1 mentioned at the end of the experiments with 
varying bandwidths.

 Further, it could be observed that the variation of the 
EER was not monotonic against the bandwidth. That is, 
the EER increases from 0-1 kHz to the 1-2 kHz band, 
and then decreases to the 3-4 kHz band, and then again 
increases thereafter. This shows that the speaker specific 
information in the bandwidth from 2-4 kHz is higher 
than that of the 1-2 kHz bandwidth.



290  T Thiruvaran

September 2024 Journal of the National Science Foundation of Sri Lanka 52(3)

Results of experiments with varying bandwidths

The results of varying the frequencies of f1, f2 and f3 as 
the bands are systematically changed, are shown and 
discussed for the following five cases.

Case I: Band AB is squeezed from point B and CD is 
expanded from point C

From the initial position, the band AB is reduced by 
changing f1 from 1 to 0.2 kHz in steps of 0.1 kHz, while 

Figure 6: Speaker recognition performance of different areas of the frequency 
spectrum taking only 1 kHz of the speech spectrum in each experiment.

Bandwith of the speech signal used (kHz)

Figure 7: (a) The directions of bandwidth adjustments from the initial position in steps of 0.1 kHz, and (b) the speaker recognition 
performances. The performance when using the baseband of 0 to 4 kHz is superimposed as a line graph.

Bandwith of the speech signal used (kHz)
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band CD is expanded by changing f2 from 3 to 2.2 kHz in 
steps of 0.1 kHz (Figure 7a). This ensures that the total 
bandwidth of bands AB and band CD together will 
remain at 4 kHz, satisfying the requirements of the 
telephone bandwidth. In each case the bands were shifted 
and down sampled according to the schematic shown in 
Figure 2. The band shifted signal was used to extract 
features and speaker recognition experiments were 
conducted. The corresponding speaker recognition 
experiments with the step-by-step-variation for the 8 
steps are shown in Figure 7 (b). Here the performance 
with the baseband (0-4 kHz band) is superimposed as a 

line. It can be observed that out of the nine cases 
experimented, five outperformed the results with the 
baseband of 1-4 kHz. When the band AB was reduced to 
0.5 kHz or below, the performance dropped below the 
baseline system and thereby losing more speaker 
discriminative spectral contents. This supports the 
observation from Figure 6 where the 0-1 kHz band gave 
the lowest performance, which implied more useful 
information about the speaker was retained. The 
experiment with 0-1 kHz and 3-6 kHz will be replicated 
in all subsequent cases to ensure continuity.

Case II: B and AB is expanded from point B, and CD is 
squeezed from point C

Similarly, the band AB was expanded by changing f1 
from 1 kHz to 1.7 kHz in steps of 0.1 kHz while the band 
CD was reduced by changing f2 from 3 kHz to 3.7 kHz 
in steps of 0.1 kHz (Figure 8a) and the corresponding 
speaker recognition results are shown in Figure 8b. 
The reason to stop at 1.7 kHz is to limit the number of 
experiments due to computational complexity. It can 
be observed that all the eight cases experimented have 
outperformed the results with a baseband of 1 to 4 
kHz. The trend of increasing EER when the band AB is 
increased from 0-1 kHz to 0-1.7 kHz partly supports the 
observation in Figure 6 where the 1-2 kHz spectrum gave 
the lowest performance within the 4 kHz bandwidth, 
implying relatively lower speaker specific information. 

Case III: Band AB is squeezed from point B and band 
CD is expanded from point D

In the same manner, the third possibility of varying the 
initial position of bands AB and CD is to change f1 from 
1 kHz to 0.2 kHz in steps of 0.1 kHz while band CD 
is expanded by changing f3 from 6 kHz to 6.8 kHz in 
steps of 0.1 kHz (Figure 9a). The corresponding speaker 
recognition experiments are shown in Figure 9 (b) 
and the performance with the baseband (1 to 4 kHz) is 
superimposed as a line. Out of the nine experiments the 
results of five experiments outperformed the results with 
the baseband of 1-4 kHz. When the bandwidth of AB was 
reduced to 0.5 kHz or below, the performance did not 
improve more than the baseline system, similar to the 
observation in Figure 7.

Figure 8: (a) The directions of bandwidth adjustments from the initial position in steps of 0.1 kHz at a 
time, and (b) the speaker recognition performances. The performance when using the baseband 
of 0 to 4 kHz is superimposed as a line graph.

Bandwith of the speech signal used (kHz)
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Case IV: Band AB is expanded from point B and band 
CD is squeezed from point D

As the fourth possibility for changing both bands, the 
band AB was expanded by changing f1 from 1 kHz 
to 1.9 kHz in steps of 0.1 kHz while the band CD 

was reduced by changing f3 from 6 kHz to 5.1 kHz in 
steps of 0.1 kHz. This is shown in Figure 10a and the 
corresponding speaker recognition results are shown in 
Figure 10b. It can be observed that all the experiments 
have outperformed the results with a baseband of 1 to 
4 kHz.

Figure 9: (a) The directions of bandwidth adjustments from the initial position in steps of 0.1 kHz, and 
(b) the speaker recognition performances. The performance when using the baseband of 0 to 4 
kHz is superimposed as a line graph.

Bandwith of the speech signal used (kHz)
(b)

Figure 10: (a) The directions of bandwidth adjustments from the initial position in steps of 0.1 kHz, and (b) 
the speaker recognition performances. The performance when using the baseband of 0 to 4 kHz is 
superimposed as a line graph.

Bandwith of the speech signal used (kHz)
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Case V: Band AB is fixed and band CD is shifted

As the final set of experiments, the band AB was fixed at 
0 to 1 kHz but band CD was shifted. This is performed 
by changing f2 from 2.5 kHz to 4 kHz while changing 
f3 from 5.5 kHz to 7 kHz in steps of 0.5 kHz. Here the 
starting point of f2 at 2.5 kHz (while f1 still maintained at 
1 kHz) touches one of the boundary lines QT as labelled 
in Figure 4; this implies f2 cannot be reduced below 

Figure 12: Summary of all the experiments performed under the 5 cases. The results 
of EER is coded gray and the corresponding bandwidths used are shown as 
blocks. The 9 experiments where the performance was not better than the 
baseband are also indicated. 

2.5 kHz while having f1 at 1 kHz. Only four steps were 
tested including the previously tested band CD at 3 to 
6 kHz; this is to streamline the number of experiments. 
This frequency change is illustrated in Figure 11a and 
the corresponding speaker recognition results are shown 
in Figure 11b. It can be observed that, out of the four 
experiments, three had outperformed the results with a 
baseband of 1 to 4 kHz.

Figure 11: (a) The directions of bandwidth adjustments from the initial position in steps of 
0.5 kHz, and (b) the speaker recognition performances. The performance when 
using the baseband of 0 to 4 kHz is superimposed as a line graph.

Bandwith of the speech signal used (kHz)
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The results of these five cases are summarised in Figure 
12, with a gray colour code representing the corresponding 
EER, and the blocks represent the corresponding 
bandwidths. Considering all the five cases together it 
can be observed that out of 36 experiments with different 
bandwidths the proposed system performed better than 
the baseline system in 27 experiments. The nine cases 
where the performance was not better than the baseband 
are also indicated in Figure 12. Further a surface plot 
is shown in Figure 13 where the variation of EER is 
shown over the area spanned by f1 and f2. A plane is 
superimposed representing the EER when the baseband 
0-4 kHz is used.

Considering all the above analysis the following 
conclusions can be made in a broad sense. When a part 
of the band (1 kHz) is taken from between 4 to 6.5 kHz 
(approximately), and replaced within the range 1.5 to 
2.5 kHz region, the performance improved compared 
to using the baseband of 0 to 4 kHz alone. When the 
spectrum between approximately 0.5 to 1 kHz is not 
utilized, performance drops. Furthermore, the bandwidth 
of 0-1 kHz for band AB, and 2.5-3.5 kHz for band CD 
can be considered a local optimum. Overall, the results 
demonstrate the validity of the proposed method in 
improving the speaker recognition system. 

Figure 13: Surface plot showing the EER of all the experimented cases 
against f1 and f2. A plane is super imposed representing the EER 
when the baseband (0-4 kHz) is used. 

Approximate suitable frequency space for band edge 
frequencies

This section superimposes the frequency points 
experimented in the previous sections under the five cases 
on the theoretically possible frequency space defined in 
Figure 4. The approximate suitable region is defined 
by connecting the end-points of the frequency points 
at which speaker recognition was better than that of the 
baseband signal. This approximate region is illustrated in 

Figure 14. The starting point (f1 = 1, f2 = 3 kHz) is named 
as point ‘a’, and the frequency points experimented in 
each case and the lines representing these experiments 
are as follows: case I – line ae, case II – line ab, case 
III – line af, case IV – line ac, case V – line ag and case 
VI – line ad. Since all the possible variations of f1, f2, 
and f3 were not experimented, the suitable region found 
is an approximate area based on the limited experiments 
conducted.   
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Figure 14: Approximate suitable frequency space for the bands 
AB and CD defined by the band edge frequencies of f1 
and f2 superimposed on the possible frequency space.

Results of the alternative method

The results for the three bandwidths chosen are shown in 
Figure 15 where the baseline results for the 0-4 kHz band 
is shown as a line graph. It can be observed that none 
of the experimented bands outperformed the baseline 
results i.e., shifting of a 4 kHz single band was not 
successful. Therefore, the band shifting method in Figure 
2 was used. If this had performed better it would have 
facilitated a simpler system as illustrated in Figure 5 (b) 

than what is proposed in Figure 2. One possible reason 
why this did not perform better is that it does not use 
the low frequency region, possibly due to losing glottal 
related information. This again justifies the need to keep 
the lower frequency band and therefore the necessity for 
the added module in Figure 2.

Results of experiments on speech intelligibility

The box plot of PESQ scores and ViSQOL scores for the 
speech intelligibility experiments, for all the five cases 
discussed previously are shown in Figures 16 and 17, 
respectively, where each case starts with the bands of 0-
1 kHz and 3-6 kHz, similar to the speaker recognition 
results given for different cases. The box plot shows the 
2nd and 3rd quartiles as a box, mean as a triangle, median 
as a horizontal line, minimum and maximum as the ends 
of the lines and any outliers as circles. 

 When a threshold line is drawn for PESQ at 2 in 
Figure 16 the entire 2nd and 3rd quartiles are below the 
threshold line for the last four experiments in case I, and 
the last three experiments in case III. Interestingly, the 
last four experiments in case I and case III in the speaker 
recognition experiments also did not perform better than 
the baseband experiment as can be seen from Figures 7 
and 9. That is, for the experiments where the speaker 
recognition performed better than that of the baseband, 
the PESQ score was also better. Similarly, for ViSQOL 
when a threshold line at 2 is drawn in Figure 17 the mean 
is below the threshold for the three experiments in case 
III and for the last experiment in case V. Here again the 
corresponding speaker recognition experiments did not 
perform better than the baseband signal as can be seen 
from Figures 7 and 11. Thus, for the cases where the 
band shifting performed better than the base band (the 
region shown in Figure 14), PESQ and ViSQOL gave a 
reasonable performance.  

 Further, the PESQ score is almost correlated with the 
bandwidth of band AB (Figure 17). For example, for case 
I, the bandwidth of band AB is decreased from 0-1 kHz 
to 0-0.2 kHz in steps of 0.1 kHz, and the PESQ score is 
monotonically reduced along that bandwidth change. A 
similar pattern can be observed for case III. For these two 
cases the speaker recognition performance is better than 
the baseband signal for the first 5 experiments (Figures 
7 and 9) and the corresponding average PESQ for these 
5 experiments were approximately higher than 2. That 
is, the bands that gave a lower PESQ also gave a higher 
EER in the speaker recognition experiments. ViSQOL 
almost follows the same trend for these two cases. 

Figure 15: Speaker recognition results with shifted single band of 
4 kHz bandwidth according to the schematic in Figure 
15 (b), and the results of baseband (0 to 4 kHz) are 
superimposed as a line graph.

Bandwith of the speech signal used
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Figure 16: Box plots for PESQ score of the reconstructed signals using the proposed frequency 
band shifting method for 100 recordings from NTIMIT database against the frequency 
bands used. The cases are marked by a threshold line at drawn at PESQ 2. 

Figure 17: Box plot of ViSQOL score for the reconstructed signals using the frequency band shifting 
method for 100 recordings from the NTIMIT database against the frequency bands used. 
The experimental cases are marked by dash box and a super imposed threshold line at 2.
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For case II and case IV, the bandwidth of band AB was 
gradually increased and the PESQ score also increased. 
A slight increasing trend was observed for the ViSQOL 
score as well. For these two cases the speaker recognition 
performance was better than the base band experiment 
for all the bandwidths experimented (Figures 8 and 10). 

 For case V where band AB was fixed at 0-1 kHz, the 
PESQ score shows a very small reduction when using 
the 2.5-5.5 kHz band compared to the 2-5 kHz band; it 
then slightly increases and then gradually declines, but 
overall remains unchanged. The corresponding speaker 
recognition performance showed a similar  pattern but in 
the opposite direction, and the ViSQOL score declined 
gradually. 

Overall, it can be concluded that the frequency shifting 
method when applied within the suitable region as 
depicted in Figure 14 does not significantly distort the 
signal. Additional informal listening tests have also 
shown that the quality of the reconstructed speech is 
sufficient to recognize the content of the speech. 

Limited experiments on a dataset of a different 
language

A subset of the Voxceleb dataset was used to perform three 
experiments to determine whether the above findings 
are consistent when applied to a dataset of a different 
language. This subset had 200 speakers with 25,539 
recordings in the English language. The selected three 
experiments were: (1) utilizing only the base band (0-4 
kHz), (2) utilizing 0-1 kHz band and 2.5 – 5.5 kHz band, 
which yielded the optimal performance in the experiments 
outlined at the experiments with varying bandwidths, and 
(3) utilizing 0-1 kHz band and 3 – 6 kHz band. The EER 
obtained in these experiments were 8.2%, 7.05% and 
7.5%, respectively. It is evident that both cases of band 
shifting (experiment 2 and 3) performed better than using 
only the baseband. Further, the band used in experiment 
2 provided the best alignment with the findings from the 
experiments with varying bandwidths.

Limitations of the above experiments

The first limitation is the limited space beginning from 
point ‘a’ in Figure 14 for the experimental search due 
to the time-consuming nature of experiments. Even the 
variation from that point did not extend beyond a certain 
limit. This is because of the time-consuming nature of the 
speaker recognition experiments. The second limitation 
is that the experiments are not sufficient to find a global 
optimum.  Since there are infinite different possible pairs 

of f1 and f2, it is difficult to experimentally find a global 
optimum. On the other hand, even if a global optimum is 
found this will have a bias based on the database used, 
back-end usage, and the parameters used. The third 
limitation is the use of an objective speech quality measure 
to study the intelligibility rather than a subjective speech 
quality measure since the purpose is only to verify if the 
intelligibility is retained and not to improve the listening 
quality. This is why an objective measure is preferred to 
the time-consuming subjective measure.

 In addition to biometric authentication, speaker 
recognition is useful in areas such as in forensic 
applications and tracking communication by criminals 
for the law enforcing authority. For these and other 
applications it is necessary to use the 0-4 kHz bandwidth; 
the method proposed in this paper may not be  applicable 
if the legal system challenges the use of a traditional 
bandwidth. However, for the application of remote 
biometric authentication, it could be possible to use an 
optimum bandwidth of 4 kHz that contains more speaker-
specific information rather than only the 0-4 kHz band.

CONCLUSION

The frequency shifting method was empirically 
demonstrated for several different cases to perform better 
than only using the 0-4 kHz for narrow band speaker 
recognition. Further, for the four conditions required 
for the frequency shifting method, a theoretical possible 
frequency space is defined. Based on the experimental 
results, this space was further refined to find a suitable 
frequency space where the frequency shifting method 
performed better. A simple frequency shifting method 
without the lower band was demonstrated to be an 
inadequate method. Finally, the intelligibility of the 
frequency shifted signal was shown to be adequate to 
recognize the speech content. Based on the experiments 
the following conclusions can be made broadly. When a 
part of the band (1 kHz) is taken from approximately 4 
to 6.5 kHz and replaced within the range of the 1.5 to 2.5 
kHz region, the performance was improved compared to 
using only the baseband of 0 to 4 kHz band. When the 
spectrum approximately from 0.5 to 1 kHz is not used 
the performance declined. Furthermore, the bandwidth 
of 0-1 kHz for band AB, and 2.5-3.5 kHz for band CD 
can be considered as a local optimum. For future studies, 
the same frequency shifting method can be applied 
to other speech-related applications such as language 
recognition and emotion recognition by identifying the 
specific speech bandwidth containing the respective 
discriminative information.
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Abstract: The prevalence and abundance of plant-parasitic 
nematodes (PPNs) associated with corn (Zea mays; Poaceae) in 
the Anuradhapura district of Sri Lanka are poorly understood. 
This study investigated the occurrence and population densities 
of major PPN genera associated with corn. Over 92% of 
the corn fields were positive for PPNs in all the sampled 
fields. Major PPN genera identified were Pratylenchus spp. 
(71.4%), Helicotylenchus spp. (28.6%), Meloidogyne spp. 
(21.4%), Criconemella spp. (21.4%), and Hoplolaimus spp. 
(35.7%). The mean population density of Pratylenchus spp. 
was 2020 nematodes kg-1 of soil, in the Anuradhapura corn 
fields. During the cropping season from November (2021) 
to February (2022), all PPN genera except Meloidogyne spp. 
were observed. Pratylenchus spp. were detected at levels 
below 1000 nematodes kg-1 of soil at the seedling stage, 
except in Kelenikawewa where the initial population was 
1865 nematodes kg-1. At the time of harvest, Pratylenchus spp. 
increased by 2 to 10 folds. These findings suggest a potential 
impact of Pratylenchus spp. on corn yield in Anuradhapura, 
highlighting the need for further research to assess damage 
levels and the overall effect of PPNs on corn production in 
Sri Lanka.    
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INTRODUCTION

Corn (Zea mays L.) is a key cereal crop grown after rice 
(Oryza sativa L.) in Sri Lanka (Malaviarachchi et al., 

2007). Corn production in Sri Lanka has recently increased 
(DOA, 2020) due to the rising demand for poultry feed 
(Malaviarachchi et al., 2007). Corn-based food items are 
popcorn, boiled corn cobs, and locally produced ready-
mix cereals ‘Thriposha’ and ‘Samaposha’. Consequently, 
the local production of corn has increased from 150 to 360 
tons between 2000 and 2020 (Esham et al., 2005; Esham, 
2014; DOA, 2020). Corn is grown in almost 80,000 ha in 
Sri Lanka in climatically dry and intermediate zones with 
rainfed cultivation during the Maha season (DOA, 2020) 
and the Anuradhapura district alone contributes 30% 
of the country’s extent (Hamangoda & Pushpakumari, 
2019; Vidanapathirana et al., 2022). However, this 
cropping system has lower productivity compared to 
irrigated or protected agriculture, primarily due to erratic 
weather, biotic stresses, and poor adoption of improved 
agronomic practices (Esham, 2014). 

 In Sri Lanka, open-pollinated corn varieties are 
in use for cultivation including Bhadra, Ruwan, 
Aruna, and Muthu (Vidanapathirana et al., 2022). 
Despite this, hybrid varieties are more popular among 
farmers (Malaviarachchi et al., 2007; Esham, 2014; 
Vidanapathirana et al., 2022). The Department of 
Agriculture in Sri Lanka released the first local hybrid 
corn variety, Sampath, in 2004. Subsequently, some 
private companies introduced imported hybrid varieties, 
such as Jet and Pacific (Esham, 2014). In 2019, four 
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more hybrid varieties were introduced by the Department 
of Agriculture. However, the Jet and Pacific varieties 
remain the most cultivated hybrids in the Anuradhapura 
district due to their high yield potential (6 tons ha-1) and 
export demand (Vidanapathirana et al., 2022). In 2020, 
average corn yields in Sri Lanka were 4 tons ha-1, which 
is below the maximum yield potential (Vidanapathirana 
et al., 2022). This could be due to a variety of factors 
including biotic factors such as pests and diseases 
and abiotic stresses such as drought, and soil edaphic 
characters (Malaviarachchi et al., 2007; Esham, 2014). 
Among biotic factors, the association of PPN with corn 
is highly influential on its yield (Sikandar et al., 2021; 
Khanal & Land, 2023). 

 Plant-parasitic nematodes are known to infect almost 
all cultivated crops and are responsible for 14-20% of 
global annual yield losses (Jung & Wyss, 1999; Mesa-
Valle et al., 2020). These losses are estimated to be over 
358 billion USD (Abd-Elgawad & Askary, 2015; Khanal 
& Land, 2023). A variety of nematodes are known to cause 
damage to corn, including genera such as Anguina spp., 
Criconemella spp., Ditylenchus spp., Helicotylenchus 
spp., Hirschmanniella spp., Hoplolaimus spp., 
Meloidogyne spp., Pratylenchus spp., Radopholus spp., 
Rotylenchus spp., Trichodorus spp., Tylenchulus spp., 
and Xiphinema spp. (Nicol et al., 2011). Among these, 
Meloidogyne spp. and Pratylenchus spp. are known to 
cause the most damage and potential economic losses in 
corn (Sikora et al., 2005). 

 In Sri Lanka, there is limited information available 
regarding the association of PPN with corn. A survey 
from 1991 to 1995 in 16 districts of Sri Lanka indicated 
PPN associations with different crop species (Ekanayake 
& Toida, 1997). Ekanayake & Toida (1997) identified 
six nematode species associated with corn: Criconemella 
ornata, Helicotylenchus dihystera, Hoplolaimus 
seinhorsti, Pratylenchus zeae, P. brachyurus, and 
Xiphenema elongatum, although nematode population 
abundance and distribution were not investigated. In this 
context, the objective of this study was to identify the 
prevalence and abundance of PPNs associated with corn 
fields in the Anuradhapura district, Sri Lanka. 

MATERIALS AND METHODS

Preliminary sampling 

Preliminary sampling was undertaken in February 
2021 across 14 corn fields located in five locations, 
Horowupotana, Kahatagasdigiliya, Kelenikawewa, 
Ranorawa, and Elayapaththuwa, situated within the 

Anuradhapura district (8°.3114” N, 80°.4037” E), 
Sri Lanka. A complete cropping history of the sampled 
fields was recorded. The sampling sites were divided 
into 1 ha blocks. From selected blocks, 25 soil core 
samples were taken in a zigzag pattern across the field 
as described by Marais et al. (2017). Samples were taken 
in the corn rhizosphere to a depth of 30 cm using a 4 cm 
diameter soil corer (Eijkelkamp, Japan). To minimize 
cross-contamination, tools were cleaned between each 
sampling using a metal brush and tissue paper. About 
a kilogram of soil from subsamples (25 cores ha-1) was 
thoroughly mixed to make a composite sample before 
being transferred to labelled plastic bags. Subsequently, 
the bags were sealed, and stored in darkness in cooler 
boxes (Marina Cooler Box) and the soil samples were 
taken to the laboratory and placed in a refrigerator at 4 °C  
until they were processed. 

Intensive secondary sampling 

From the 14 corn fields, four fields in Horowupotana 
(8°33’01.4”N, 80°45’44.0”E), Kahatagasdigiliya 
(8°28’13.3”N, 80°44’27.7”E), Kelenikawewa 
(8°20’29.8”N 80°41’37.6”E), and Elayapaththuwa 
(8°23’20.6”N 80°18’26.0”E) with high PPN abundance 
were selected for intensive sampling. Soil samples 
were collected when the seedlings were 2-3 wks old 
(2021 November) and at harvesting (14-15 wks after 
planting in 2022 February), during the Maha cropping 
season in 2021/2022. Each field was divided into four 
equal quadrants. A composite sample from a quadrant 
was collected in a zigzag pattern, giving a total of four 
composite samples per field. At each sampling point 
in a quadrant, 12 soil cores (500 g soil) were collected 
randomly using a soil sampler within a 4 m radius from 
the centre point of the sample. Apart from this modified 
sampling pattern, other procedures and techniques were 
identical to the methods mentioned previously.

Nematode extraction: Sieving-centrifugal-sugar 
flotation method for soil sample 

The sieving-centrifugal-sugar flotation method (Jenkins, 
1964; Marais et al., 2017) was used to extract nematodes 
from the soil samples to determine nematode density. 
Briefly, 100 g of soil from the composite sample was 
placed in a 5 L container and thoroughly mixed with 1 L 
tap water. After manually mixing and stirring, the mixture 
was allowed to settle for 30 s before transferring to nested 
aperture sieves 150-μm on top of 38-μm aperture sieves 
(W.S. Tyler, USA). This process was repeated three times 
for each sample to recover most nematodes in the soil. 
The deposit from the bottom sieve (38-μm aperture) was 
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transferred into 50 mL centrifuge tubes and centrifuged 
at 568 g rotational centrifugal force (RCF) for 5 min. 
The supernatant was removed carefully, and the pellet 
was thoroughly mixed with sucrose solution (624 g of 
sugar /L tap water) and spun again in the centrifuge (Tomy, 
Japan) for one min at 568 g RCF. After centrifugation, 
the supernatant was passed through a 38-μm-aperture 
sieve and carefully washed using water dispensed from 
a wash bottle to collect the extracted nematodes into a 
100 mL sterile specimen bottle with a lid. Samples were 
kept at 4 ℃ until they were morphologically identified 
(Kularathna et al., 2019). Using an inverted compound 
light microscope (Nikon, Japan) at ×40 magnification, 
the nematodes were identified at the genus level based on 
morphological descriptions (Fortuner, 1988; Mai et al., 
1996). 

Statistical analysis

Nematode populations from the survey were characterized 
using standardized ecological nematology indices (Boag, 
1993). Nematode prevalence was calculated using the 
equation 1. 

Prevalence (%) = (nN/nS) × 100  ...(1)

where the nN is the number of samples containing 
nematodes taxon or genus, and nS is the total number of 
samples collected.

The proportion of the sample comprising PPNs was 
derived by equation 2. 

Percentage of PPN = (PPN/Nematodes) × 100  ...(2)

where PPN is the total number of PPNs recovered, and 
Nematodes is the total number of nematodes (PPN and 
all non-PPN) recovered.

Genus-specific prevalence data were recorded as the 
presence (1) or absence (0) of each genus at each survey 
site and the total number of genera was the number of 
different genera detected at a single survey site. 

Simpson’s diversity index (1-D), was calculated by 
equation 3:

Simpson’s diversity index (1-D) =1-[∑n(n-1)/N(N-1)]

  …(3)

where n is the total number of nematodes of a specific 
genus, and N is the total number of nematodes across all 
genera in the sample. 

Evenness (E) expresses how evenly individuals in a 
community are distributed over the different genera and 
was calculated by equation 4:

Evenness (E)=1-[∑n(n-1)/N(N-1)]/s ...(4)

 where s is the total number of different genera 
(Fleming et al., 2016). Simpson’s biodiversity index 
(1-D) and evenness (E) were calculated only for the 
PPN diversity. Higher values (ranging from 0-1) of 
the Simpson biodiversity index (1-D) indicate higher 
nematode diversity; if it was zero there was a single 
nematode genus in the population. 

 Nematode abundance data were analyzed using a 
one-way ANOVA and a post hoc Bonferroni test at 95% 
confidence intervals was performed (GenStat statistical 
software ver. 20). The data was checked for normality 
and then transformed using the square root method before 
statistical analysis. 

RESULTS AND DISCUSSION

Prevalence of plant parasitic nematodes in the corn 
fields of Anuradhapura, Sri Lanka - Preliminary 
samples

The prevalence of PPN was 92.9% and was found in 13 
out of 14 corn fields (Table 1). Among the recovered PPN, 
the root-lesion nematode (RLN)  Pratylenchus spp., had 
a prevalence of 71.4% occurring in 10 out of 14 fields 
sampled. Pratylenchus spp.  were the most prevalent 
PPN detected, compared to other PPN genera such as 
the spiral nematode (Helicotylenchus spp.) (28.6%), 
root-knot nematode (Meloidogyne spp.) (21.4%), ring 
nematode (Criconemella spp.) (21.4%) and lance 
nematode (Hoplolaimus spp.) (35.7%). All these genera, 
except Meloidogyne spp., were previously reported in 
corn fields in Sri Lanka (Ekanayake & Toida 1997). 
The mean population of Pratylenchus spp. was 2020 
nematodes kg-1 of soil recovered from the preliminary 
sampling. The mean population of Helicotylenchus 
spp. (spiral nematode) had a mean abundance of 963 
nematodes kg-1 of soil. The abundance of Meloidogyne 
spp. J2 (root-knot nematode) and Criconemella spp. 
(ring nematode) was observed to be 54 nematodes per kg 
of soil and 411 nematodes per kg of soil, respectively.

 The prevalence percentages and diversity indices of 
PPN identified in 14 corn fields are presented in Table 
2. The percentage of PPNs ranged from 0 to 81% of the 
total nematode population. Field 8 in Kelenikawewa had 
the highest PPN percentage of 81% followed by Field 6 
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(Kahatagasdigiliya) at 72%, Field 4 (Horowupotana) at 
72%, Field 2 (Horowupotana) at 55% of PPN population 
of total nematodes. No PPN (0%) was detected in Field 10 
in Ranorawa. Simpson’s biodiversity index (1-D) ranged 
from 0 to 0.49 with Evenness from 0 to 0.25. Field 14 

(Elayapaththuwa) was the richest in biodiversity among 
the 14 fields that were sampled as (1-D) was 0.49 with an 
Evenness of 0.25. Comparatively, the same field recorded 
an exceptionally low percentage of PPN (0.83%). 

Table 1: Prevalence and abundance of plant-parasitic nematodes in the corn fields of Anuradhapura, Sri Lanka : preliminary sampling

Nematode (taxa/genus/ 
common name)

Prevalence a Prevalence % b
Abundance kg-1 of soil  

Meanc Median d Maximum Damage level*

PPN (All genera) 13 92.9 1862 1142 8500 -
PPN Genera
Pratylenchus (lesion) 10 71.4 2020 1038 7517 1000
Helicotylenchus (spiral) 4 28.6 963 54 3708 4000
Meloidogyne J2 (root-knot) 3 21.4 54 50 100 200
Criconemella (ring) 3 21.4 411 200 900 6000
Hoplolaimus (lance) 5 35.7 113 33 400 1500
a Number of positive samples/total sample count
b The % of positive samples/total sample count
c Total number of nematodes/numbers of positive samples
d Median for nematode abundance in positive samples
* Damage level as summarised (Olthof, 1987; Evans et al., 1993; Thompson et al., 2010; Niblack, 2014; Fleming et al., 2016)

Table 2: Abundance and diversity indexes  of plant-parasitic nematodes in the corn fields of Anuradhapura district, 
Sri Lanka : Preliminary sampling

Fields Corn variety PPN % a Most abundant PPN Simpson biodiversity (1-D) E (Evenness)

1 Pacific 984 31.6 Pratylenchus  0.00 0.00
2 Pacific 984 54.8 Pratylenchus  0.04 0.02
3 Pacific 999 45.9 Pratylenchus  0.00 0.00
4 Pacific 984 71.7 Pratylenchus  0.15 0.05
5 Pacific 999 26.7 Pratylenchus  0.00 0.00
6 Pacific 999 72.1 Pratylenchus  0.10 0.03
7 Pacific 999 42.6 Pratylenchus  0.34 0.11
8 Pacific 999 81.3 Pratylenchus  0.21 0.05
9 Pacific 984 44.2 Helicotylenchus 0.03 0.02
10 Pacific 999 0 NA NA
11 Pacific 999 40.9 Pratylenchus  0.00 0.00
12 Pacific 984 5.3 Hoplolaimus 0.00 0.00
13 Jet 14.7 Pratylenchus  0.08 0.04
14 Jet 0.8 Hoplolaimus 0.49 0.25
a Plant-parasitic nematodes (PPN) % = number of PPN/total nematodes in a field

Abundance of plant-parasitic nematodes in the 
Anuradhapura corn fields, Sri Lanka - Preliminary 
sampling

The 14 sampled fields in five locations within the 
Anuradhapura district, Sri Lanka differed significantly 

(p<0.001) in total nematode number, PPN, RLN, 
and spiral nematode abundance (Table 3). The 
Kelenikawewa area was highly populated with PPN of 
4804 nematodes kg-1 and RLN 4213 nematodes kg-1. In 
the Kelenikawewa area, there was a low abundance of 
other PPN, which included Meloidogyne, Criconemella, 
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Figure 1: Abundance of plant-parasitic nematodes in the corn fields of Anuradhapura district, Sri Lanka-Preliminary sampling
 The same letters on the coloured bars, representing RLN (blue), PPN (grey), and Total (yellow) nematodes in different areas and 

fields, are not significantly different according to the Bonferroni test at a 95% confidence level (Error bars with SEM). 
 Area: A-Horowupotana, B- Kahatagasdigiliya, C- Kelenikawewa, D- Ranorawa and E- Elayapaththuwa, 1-14 sampled fields 

numbers 
 PPN plant-parasitic nematodes, RLN root-lesion nematodes, and Total N- total nematodes (PPN and non-PPN)

Table 3: Abundance of plant-parasitic nematodes recorded in the sampled area of Anuradhapura district, Sri Lanka- Preliminary 
sampling. 

Area
Mean abundance of nematodes kg-1 of soil (± SEM) 

Pratylenchus spp. Helicotylenchus spp. PPN Other PPN Total

Horowupotana     1350 ± 219.1b 27.1 ± 6.7a 1377.1 ± 223.8a  0 ± 0a 2602.1 ± 384.9a

Kahatagasdigiliya   1716.7 ± 372.3bc 16.7 ± 9.4a  1808.3 ± 398.8ab      75 ± 24.2b  3095.8 ± 377.1ab

Kelenikawewa 4212.5 ± 1004c   0 ± 0a   4804.2 ± 1123.2b   591.7 ± 122.9c    6558.3 ± 1187.8bc

Ranorawa  186.1 ± 66.2a 1236.1 ± 429.8b 1433.3 ± 407.3a 11.1 ± 7.6a  4391.7 ± 734.6ab

Elayapaththuwa    794.4 ± 284.9a   0 ± 0a   801.1 ± 283.8a    7.2 ± 2.2ab   9973.9 ± 1192.3c

and Hoplolaimus nematodes, with a combined total of 
592 nematodes kg-1 and Helicotylenchus not detected. 
RLN abundance in Kahatagasdigiliya and Horowupotana 
was 1717 nematodes kg-1 and 1350 nematodes kg-1, 
respectively. Of the five areas, Ranorawa (186 nematodes 
kg-1) was the only area with RLN abundance below 
500 nematodes kg-1 of soil. Helicotylenchus was the 
next abundant PPN with numbers varying depending 

on the sampling area (Table 3). The abundance of 
Helicotylenchus differed significantly (p<0.001) 
between the areas, with relatively low levels detected in 
Horawupotana (27 nematodes kg-1) and Kahatagasdigiliya 
(17 nematodes kg-1) while comparatively, the Ranorawa 
area had nearly 45 times greater numbers with 
1236 nematodes kg-1. Helicotylenchus spp. was not 
detected in the Kelenikawewa and Elyapaththuwa areas. 
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Nematode abundance in 14 corn fields sampled in the 
Anuradhapura district, Sri Lanka is illustrated in Figure 
1. Total nematode abundance between the fields was 
significantly different (p<0.001) with levels varying from 
16,767 to 1,367 nematodes kg-1 of soil. There were five 
fields with lower levels of total nematode abundance per 
kg of soil compared to the other 9 corn fields. Nematode 
abundance did not differ significantly (p>0.05) between 
the following five fields with lower levels: Horowupotana 
Fields 1 (1475 nematodes kg-1), 3 (1433 kg-1) and 4 
(1717 nematodes kg-1), Field 5 in Kahatagasdigiliya 
(1875 nematodes kg-1), and Field 11 in Ranorawa (1367 
nematodes kg-1). Higher total nematode abundance 
was recorded (from highest to lowest) in Field 13 from 
Elayapaththuwa (16,767 nematodes kg-1), Fields 8 and 9 in 
Kelenikawewa (10442 nematodes kg-1), (8500 nematodes 
kg-1), Field 12 in Elayapaththuwa (7220 nematodes kg-1), 
Field 2 Horowupotana (5783 nematodes kg-1), and Field 
6 Kahatagasdigiliya (4317 nematodes kg-1). The PPN 
abundance differed significantly (p<0.001) between 
fields. In this survey, Pratylenchus spp. (RLN) was 
recorded as the predominating nematode in the sampled 
fields and its abundance differed significantly (p<0.001) 
with the highest (7517 RLN nematodes kg-1 of soil) in 
Field 8 from Kelenikawewa. 

 The diversity of PPN varied across the sampled 
fields, with different nematode genera exhibiting varying 
prevalence percentages. The abundance of PPNs varied 
among the sampled fields. Kelenikawewa exhibited the 
highest abundance of PPN, particularly Pratylenchus 
spp. (4213 nematodes kg-1 of soil) compared to other 

Table 4: Prevalence and abundance of plant-parasitic nematodes in selected corn fields in the Anuradhapura district, Sri Lanka- 
Intensive sampling.

Nematode              
(taxa/genus/       
common name)

Prevalence a Abundance kg-1 of soil

Mean b Median c Maximum

SS HS SS HS SS HS SS HS

PPN (All genera) 16 (100) 16 (100) 854.16 5545.30 825.01 4983.33 1433.34 8416.68

PPN Genera

Pratylenchus (lesion) 13 (81) 16 (100) 727.08 4338.54 641.68 3893.75 1270.84 6675.00

Helicotylenchus (spiral) 5 (31) 15 (93.75) 81.95 873.95 50.00 754.18 116.66 2429.16

Criconemella (ring) 9 (56) 14 (87.5) 113.55 245.84 106.26 262.51 145.84 366.66

Hoplolaimus (lance) 6 (38) 14 (87.5) 100.00 187.33 104.16 98.95 104.16 504.18

SS- Sampling at the seedling stage of corn (November 2021)
HS- Sampling at the harvesting stage of corn (February 2022)
aNo. of positive samples/total sample count and the values in parenthesis are in percentages
bTotal no. of nematodes/no. of positive samples
cMedian is for nematode abundance in positive samples

areas, potentially indicating its severe infestation. This 
observation is consistent with findings from previous 
studies indicating high populations of Pratylenchus spp. 
recorded in various crops, including corn (Schmitt & 
Barker, 1981; Grabau & Chen, 2016; Simon et al., 2018). 
Comparatively, the incidence and abundance of the genus 
Pratylenchus spp. in the Anuradhapura corn fields were 
considerably higher than those found in corn and cereal 
crops in other parts of the world (Thompson et al., 2010; 
Tylka et al., 2011; Fleming et al., 2016; Simon et al., 
2018). This could be influenced by many factors such as 
host susceptibility (Batista da Silva, 2013; Fleming et al., 
2016), soil and ecological conditions in the respective 
area (Kable & Mai, 1968; Castillo et al., 1996; Kandji 
et al., 2003; Govaerts et al., 2007; Fleming et al., 2016; 
Karuri et al., 2017), and crop rotation and management 
practices (Wang & McSorley, 2005; Thompson et al., 
2010; Simon et al., 2018; Tylka et al., 2019).

Prevalence of the plant-parasitic nematodes associated 
with selected corn fields in the Anuradhapura district, 
Sri Lanka - Intensive sampling. 

The prevalence of PPNs and their abundance at the 
seedling (November 2021) and harvesting stages of 
corn (February 2022) varied between the two samples 
(Table 4). The total nematode population increased 
from sampling in November 2021 to February 2022, 
with higher numbers observed at the time of harvesting 
(8404 nematodes kg-1) compared to the seedling stage 
(1689 nematodes kg-1). The prevalence of Pratylenchus 
spp. at the seedling stage (SS) of corn was 81%, with 13 
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out of 16 composite samples from four fields showing 
its presence. However, at the harvesting stage (HS), the 
prevalence increased to 100%, as observed in all 16 
composite samples collected from the same four fields 
sampled. Helicotylenchus spp. prevalence at SS and HS 
were 31% and 94%, respectively. Criconemella spp. was 
56% and 87.5% and Hoplolaimus spp. 38% and 87.5% 
at the SS and HS, respectively. The mean abundance 
of the nematodes increased from the SS to the HS of 
corn irrespective of genera. Pratylenchus was the most 
abundant PPN genus in all the fields at both sampling 
times. However, sampling at HS yielded an abundance 
of Helicotylenchus (874 nematodes kg-1). Criconemella 
(113 and 246 nematodes kg-1) and Hoplolaimus (100 
and 187 nematodes kg-1) were observed in all the fields 
sampled. The genus Meloidogyne spp. (J2 stage) was not 
observed in any fields sampled.

The abundance and reproduction factor of plant 
-parasitic nematodes associated with corn at the 
seedling and harvesting stage in the Anuradhapura 
district, Sri Lanka - Intensive sampling

Nematode abundance in the four selected corn fields 
were sampled in November 2021, and February 2022; 
abundance was greater in HS compared to SS (Table 5). The 
mean abundance of the total nematodes was significantly 
different (p<0.001) among the fields at both times of 
sampling. The HS yielded a higher abundance compared 
to the SS. The mean of the total nematode population at 
the SS (pi) and HS (pf) were at Kelenikawewa (2996, 
19075 nematodes kg-1), followed by Horowupotana 
(2258, 7321 nematodes kg-1), Elyapaththuwa (796, 3415 
nematodes kg-1) and then Kahatagasdigiliya (450, 2890 
nematodes kg-1), respectively. The abundance of the 
PPN and Pratylenchus was also significantly different 
(p<0.001) in the four fields sampled. Plant-parasitic 
nematodes abundance at the SS in all the fields were lower 
than 1000 nematodes kg-1 of soil except in Kelenikawewa 
(2100 nematodes kg-1). However, at the HS, the 
PPN abundance of all the fields was recorded above 
2000 PPN kg-1. The highest PPN abundance was recorded 
at Kelenikawewa (11017 nematodes kg-1), followed by 
Horowupotana (6017 nematodes kg-1), Elyapaththuwa 
(2535 nematodes kg-1), and Kahatagasdigiliya (2223 
nematodes kg-1). 

 In all the fields, the Pratylenchus population 
was as high as the PPN abundance in the respective 
fields. The mean abundance of Pratylenchus at the 
SS Kelenikawewa field was 1863 nematodes kg-1 and 
Horowupotana field 500 nematodes kg-1 but in the 
fields of Kahatagasdigiliya (204.2 nematodes kg-1) and 

Elayapaththuwa (88 nematodes kg-1) RLN abundance 
was below 500 kg-1 of soil. At the HS, the Pratylenchus 
abundance in all four fields were above 1000 nematodes 
kg-1. The highest Pratylenchus abundance was recorded 
with a 5-fold increase compared to the SS at the 
Kelenikawewa field (9863 nematodes kg-1). Comparing 
the Kelenikawewa field with other fields the mean 
population of Pratylenchus was lower but above 1000 
nematodes kg-1 of soil as follows: Horowupotana 3925 
nematodes kg-1, 7.9 fold increased), Elayapaththuwa 
2000 nematodes kg-1, 22.9 fold increased, and 
Kahatagasdigiliya 1567 nematodes kg-1, 7.7 fold 
increased. These findings indicated that when corn 
matures the abundance of Pratylenchus also increases. 
All types of nematodes, except for spiral nematodes, 
were recorded in high abundance in the Kelenikawewa 
field, and the next most prevalent was Horowupotana. 
A high Helicotylenchus population was recorded in the 
Horowupotana field (1767 nematodes kg-1) at the HS 
compared to other fields. 

 Intensive sampling in subsequent seasons was carried 
out on fields with the highest Pratylenchus abundance, 
considering the potential severity of its infestation in these 
specific areas. Similarly, McDonald & Nicol (2005) and 
McDonald et al. (2017) reported that Pratylenchus spp. 
is sporadic when their numbers are substantially higher 
with high prevalence in corn fields. Analysis of PPN 
abundance at different stages of corn growth revealed 
an increase in population from the SS to the HS. The 
studies conducted by Simon et al. (2018); Chowdhury 
et al. (2020); Han et al. (2021), & Thapa et al. (2023) 
indicated that sampling at different corn growth stages 
could alter the nematode abundance. However, Thapa 
et al. (2023) observed higher PPN abundance in corn 
fields at the HS than in the SS, as we also discovered 
in this study. In contrast, Simon et al. (2018) stated that 
the SS would be better for recovering most of the PPNs 
in terms of diversity. However, this study indicates the 
diversity and abundance were higher at the HS than at SS 
in corn fields in Sri Lanka.

 The reproductive factor (Rf) of Pratylenchus was 
calculated (Rf=pf/pi) using the mean initial population 
(pi) at the SS and the mean final population (pf) at the 
HS of corn. The Pratylenchus multiplications were 
Kelenikawewa 5.3, Horowupotana 7.9, Kahatagasdigiliya 
7.7, and Elayapaththuwa 22.9. However, the abundance 
of Pratylenchus in the Kelenikawewa field (9863 
abundance kg-1) was 2.5 times higher than in the 
Horowupotana (3925 nematodes kg-1) and 5 times higher 
than the other two fields. 
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The population of PPN and Pratylenchus spp. at 
Elayapaththuwa and Kahatagasdigiliya locations had 
lower levels of nematodes in February (2022) compared 
to the previous year (February 2021). PPN populations 
in the Kelenikawewa and Horowupotana field had 
increased (Figure 2). The results indicated that there 
was a population increase of 31.2% (2021 February- 
7517 nematodes kg-1 and in 2022 February- 9863 
nematodes kg-1) of Pratylenchus spp. at the Kelenikawewa 
field compared to the previous year. The mean population 
of Pratylenchus spp. in both seasons (February 
2021 and February 2022) showed a 26.3% increase 
in Horowupotana (3108 and 3925 nematodes kg-1). 
However, the population of Pratylenchus spp. decreased 

by 19.2% and 46.6% in Elayapaththuwa (2383 and 
2000 nematodes kg-1) and Kahatagasdigiliya (2933 and 
1567 nematodes kg-1) fields, respectively (Figure 2). 
These population changes could be influenced by soil 
characteristics such as texture, structure, pH, moisture 
content, and nutrient contents, which are known to be 
major contributors to the change in population density 
and dissemination of nematodes (Kandji et al., 2003; 
Fleming et al., 2016). Also, climatic factors such as 
rainfall, and temperature have impacts on the population 
densities of PPNs (Govaerts et al., 2007; Karuri et al., 
2017). Thus, further studies need to be conducted to 
determine the relationship of soil and environmental 
characteristics on nematode populations.  

Figure 2: Changes in abundance (%) of plant-parasitic nematodes in 2022 February 
compared to 2021 February in four sampled fields in the Anuradhapura district.

  PPN-plant-parasitic nematodes, Pratylenchus- root-lesion nematodes

Pratylenchus spp. were the most abundant PPN genus 
throughout both sampling periods, indicating its 
persistence and potential threat to corn production in 
Sri Lanka. The Rf of Pratylenchus was substantially 
higher compared to other nematode genera in most 
fields, indicating its greater reproductive potential. In 
the Anuradhapura district, corn is cultivated as a rainfed 
crop where crops get zero irrigation and are completely 
reliant on rainfall. In the Maha season (September to 
March) the Anuradhapura district receives 49% (615 
out of 1255 mm) of the average annual rainfall from 
October to December (Climate Data, 2023). There is 
limited information available in Sri Lanka regarding the 
susceptibility of corn varieties used against PPNs in the 

sampled areas of Anuradhapura, Sri Lanka. Furthermore, 
there are limitations for soil testing facilities to assess soil 
physiochemical properties or to evaluate the relationship 
of these soil factors with PPN populations in Sri Lanka. 
Therefore, due to the lack of information and facilities, 
corn farmers in the Anuradhapura district continuously 
cultivated corn for more than a decade without 
implementing any crop rotation practices, driven only 
by market demand. Additionally, their practice includes 
growing the same corn varieties for multiple seasons. 
As reports indicate, this type of cropping practice could 
lead to a severe buildup of PPNs (Arjun et al., 1983). 
Therefore, this could be the reason behind the high levels 
of PPNs, especially Pratylenchus nematodes. 
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This research could not compare the population levels 
of Pratylenchus nematodes, which causes economic 
losses to the Sri Lankan corn industry. Nevertheless, 
findings from Thompson et al. (2010), Tylka et al. 
(2011), Simon et al. (2018), Chowdhury et al. (2020), 
and Niblack (2014) have reported generalised threshold 
levels for Pratylenchus: up to 100 RLN kg-1 of soil 
with no significant damage to the crops, above 100 to 
250 RLN kg-1 of soil with minor damage, and 250 to 
500 RLN kg-1 of soil with a moderate level of damage. 
Therefore, their findings demonstrate that severe damage 
to corn could arise from an RLN population between 500 
to 1000 RLN kg-1 of soil or any number above 1000 kg-1 
of soil. Further, it suggests that RLN levels were above 
the levels mentioned by previous authors and could 
lead to a severe economic threat to the Sri Lankan corn 
industry. Further investigations are necessary to assess 
the true extent of the damage. Additional studies should 
focus on developing a threshold level specific to the 
corn-growing regions of Sri Lanka and evaluating the 
pathogenicity and reproduction of RLN in corn varieties 
commonly used in Sri Lanka.

CONCLUSION

This study highlights the widespread presence of PPNs 
in corn-producing areas of the Anuradhapura district, 
with Pratylenchus spp. emerging as the predominant 
genus. Variations in PPN abundance and diversity were 
observed, with some areas, such as Kelenikawewa, 
exhibiting higher infestation levels. Pratylenchus spp. 
had a higher reproductive potential than other PPN 
genera observed in this study. Temporal analysis revealed 
dynamic trends in nematode population, with some fields 
increasing while others declining. These fluctuating 
nematode dynamics emphasised the need for continuous 
monitoring and adaptive management strategies. Overall, 
the findings highlight the importance of nematode 
management strategies to mitigate the impact of PPNs 
on corn yields and ensure sustainable production in the 
region. Further research focusing on the primary factors 
driving PPN population dynamics would be essential for 
the development of targeted and sustainable management 
practices.
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Abstract: Chemical graph theory deals with chemical graphs, 
which are used to represent chemical systems. Topological 
indices of molecular graphs are an important area of research 
in chemical graph theory. These indices are numerical values 
associated with compounds that aim to establish connections 
between chemical structures and physical attributes, chemical 
reactivity, and biological activity. Many graph polynomials 
have been proposed to compute various topological indices. 
Quantitative structure-property relationship (QSPR) analysis of 
chemical compounds involves several regression methods that 
rely on these topological indices. In this article, we utilize the 
newly introduced -polynomial to calculate the eccentricity- 
based indices such as the diameter eccentricity based and 
hyper diameter eccentricity based index values for nineteen 
linear saturated monocarboxylic acids. Quantitative structure-
property relationship (QSPR) analysis is also performed for 
the seven thermodynamic properties of monocarboxylic acids. 
The relationship between thermodynamic properties and 
topological indices is explored using linear, quadratic and cubic 
regression models. The best fit curvilinear regression models 
were determined based on the  and RMSE values of the 
models. To further investigate the statistical significance of our 
models, we also conducted chi-square goodness-of-fit tests to 
identify the best fit models.  

Keywords: Diameter, eccentricity, monocarboxylic acids,  
QSPR, radius.

INTRODUCTION

Linear saturated carboxylic acids can be represented 
by the formula RCOOH, where R is a linear alkenyl 
group. One of the fundamental ideas in chemistry is 
that a molecule’s qualities are inextricably linked to its 
structural characteristics. Chemical graph theory is a 
discipline in chemistry that deals with graphs. It involves 
working with chemical graphs, which are used to represent 
chemical systems (Kirmani et al., 2021). One of the most 
important fields of research in chemical graph theory is 
topological indices of molecular graphs. These studies 
are beneficial for determining the relationship between 
the molecular structure of a drug and its physicochemical 
properties (Basavanagoud & Praveen, 2020). For the 
quantitative structure -property relationship (QSPR) 
and quantitative structure-activity relationship (QSAR) 
analysis of chemical compounds, several regression 
methods based on topological indices have been used 
(Kulli, 2018; Shafiei, 2016).

 A topological graph index, also known as a molecular 
descriptor, is a mathematical formula that may be applied 
to any graph that represents a chemical structure. This 
index may be used to assess mathematical values and 



312  D Sarkarai & K Deshikan

September 2024 Journal of the National Science Foundation of Sri Lanka 52(3)

further study a molecule’s physical and other features. 
As a result, it is an effective means of eliminating costly 
and time-consuming laboratory studies (Baev, 2012). 
The topological index was first used by Harold Wiener 
(Wiener, 1947). He proposed the concept of the path 
number of a graph, which is the total of all the distances 
between pairs of carbon atoms in a molecule. The first 
generic Zagreb index was proposed by Gutman and Das 
(Gutman & Das, 2004). The Geometric-arithmetic (GA) 
index was established by Yuan et al. (Yuan et al., 2009) 
and contrasted with the well-known Randic index. The 
atom-bond connectivity index, sometimes known as the 
ABC index, was proposed by Estrada et al. (Estrada et al., 
1988). Due to its relationship with the thermodynamic 
characteristics of alkanes, the ABC index is significant 
(Gutman et al., 2012). Eccentricity-based topological 
indices have also piqued the curiosity of several 
researchers. The eccentric connectivity index (ECI) was 
developed by Madan et al. in 2005 as a distance-based 
topological indicator and Ghorbani in 2012 provided 
new descriptions for the Zagreb indices by defining 
them in terms of the eccentricity of a molecular graph. 
The reverse ECI for a series of nanocones and fullerene 
structures was recently explored by Qudair Baig et al. in 
2015.

 In this study, we have considered the molecular 
structures of 19 monocarboxylic acids ranging from 
C2 − C20. To predict the thermodynamic properties of 
these monocarboxylic acids we have obtained the most 
relevant topological indices and developed curvilinear 
regression models. Shafiei (2015) established the values 
for the indices of Randic, Balaban, Szeged, and Harary 
for monocarboxylic acids. Havare (2019) analyzed QSPR 
models, to predict the thermodynamic characteristics of 
monocarboxylic acids using the forgotten topological 
index, forgotten coindex, max-min Rodeg index, and 
inverse sum Rodeg index.

Many graph polynomials have been proposed to compute 
various topological indices. The Hosoya polynomial 
(Hosoya 1988) is the most well-known polynomial 
to calculate distance-based topological indices such 
as the Wiener index and hyper Wiener index. The M-
polynomial (Deutsch & Klavzar, 2015) is one of several 
algebraic polynomials published in 2015 that can be 
used to calculate a variety of degree-based topological 
indices. Recently, Mondal et al.  (2021) proposed the 
neighbourhood M- polynomial. Their attention was on the 
neighbourhood indices that were based on degrees. The 
Padmakar-Ivan polynomial (PI polynomial) was initially 

introduced by Ashrafi et al. (2006) who also studied a 
few of its features.  Our -Polynomial can be used to 
compute diameter eccentricity based and hyper diameter 
eccentricity based topological indices (Deepalakshmi & 
Desikan, 2023).

 The following describes the structure of the paper: 
In the diameter eccentricity based and hyper diameter 
eccentricity based indices section, we present some 
fundamental concepts related to the newly introduced 
polynomial and indices. The Methodology and Illustration 
section presents the edge partition methodology for 
computing the -Polynomial for nineteen linear 
saturated monocarboxylic acids. An illustration for 
deriving the -Polynomial and the proposed indices 
for propanoic acid is also presented in this section. The 
curvilinear regression analysis of the monocarboxylic acid 
section shows the regression analysis of the indices vis-
à-vis their thermodynamic properties to identify the best 
fit models. We discover that the cubic regression models, 
validated thorough  and RMSE values, are the best fit 
models to predict the thermodynamic characteristics of 
monocarboxylic acids studied in this paper.

Diameter eccentricity based and hyper diameter 
eccentricity based indices

Let  be a simple, finite and connected graph with  
as the vertex set and  as the edge set. Let  be 
the degree of a vertex  in  and  the eccentricity of 
the vertex . Let  and  be the maximum and 
minimum degrees of the vertices of , respectively. 

Definition 1. (Deutsch & Klavzar, 2014). The eccentricity 
index for a graph  is defined as 

                                    ...(1)
                   
where  denotes the eccentricity of the vertex . 

 The Revan vertex degree of  in  is defined as 
 (Kulli, 2017, 2018). Based 

on this definition, we introduce a new type of vertex 
degree known as diameter eccentricity based vertex 
degree of p in G as

 = 

where  is the diameter of the graph .

Example:
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Figure 1: values for the molecular 
graph of propanoic acid 

The eccentricity of a vertex is a measure of its centrality. 
Diameter, on the other hand, may be considered as 
a measure of the spread of the graph. Our diameter 
eccentricity based vertex degree incorporates both 
these measures and specifies the relevance of a vertex 
in relation to the entire graph. Diameter eccentricity 
based and hyper diameter eccentricity based indices for 
each connected graph G are determined using the newly 
introduced polynomial named ε-Polynomial, defined 
as follows, 

 

 
  
  ...(2)

 where  signifies the number of edges in the 
edge partitions determined by the diameter eccentricity 
based vertex degrees of the end vertices of the edges of 
the graph while α and β are variables. Our ε-Polynomial 
is a function of α and β. In Table 1 we present our indices 
as functions of 

Indices Derivation from 

Table 2: Derivation of proposed indices from -polynomial

In Table 2,

  ,

 

METHODOLOGY AND ILLUSTRATION

We use the method of edge partitions and employ the 
newly introduced -Polynomial to compute our results 
for the molecular graphs of monocarboxylic acids. Let 

 denote the number of edges in the edge partition 
 in the graph . We make use of the diameter 

eccentricity based vertex degrees of the end vertices of 
the edges. The edge partitions for the 19-monocarboxylic 
acids are presented in Tables 3-21.

Table 3: Edge partitions of ethanoic acid

From Table 3 we observe that the edges of ethanoic acid 
can be divided into 1 partition based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of ethanoic acid.

Table 4: Edge partitions of propanoic acid

From Table 4 we observe that the edges of propanoic 
acid can be divided into 2 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of propanoic acid.

Indices                 

First  Index  

Second  Index  

First Hyper  Index 

Second Hyper  Index 

Table 1: Description of proposed indices

Using our -polynomial, we can compute our diameter 
eccentricity based indices,  and , as well as our 
hyper diameter eccentricity based indices,  and 

. Table 2 shows the methodology for deriving our 
indices from the -polynomial.
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Table 5: Edge partitions of butanoic acid

From Table 5 we observe that the edges of butanoic acid 
can be divided into 2 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of butanoic acid.

Table 6: Edge partitions of pentanoic acid

From Table 6 we observe that the edges of pentanoic acid 
can be divided into 3 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of pentanoic acid.

Table 7: Edge partitions of hexanoic acid

From Table 7 we observe that the edges of hexanoic acid 
can be divided into 3 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of hexanoic acid.

Table 8: Edge partitions of heptanoic acid

From Table 8 we observe that the edges of heptanoic acid 
can be divided into 4 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of heptanoic acid.

Table 9: Edge partitions of octanoic acid

From Table 9 we observe that the edges of octanoic acid 
can be divided into 4 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of octanoic acid.

Table 10: Edge partitions of nonanoic acid

From Table 10 we observe that the edges of nonanoic 
acid can be divided into 5 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of nonanoic acid.

Table 11: Edge partitions of decanoic acid

From Table 11 we observe that the edges of decanoic 
acid can be divided into 5 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of decanoic acid.

Table 12: Edge partitions of undecanoic acid

From Table 12 we observe that the edges of Undecanoic 
acid can be divided into 6 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of the 
edges in the molecular graph of undecanoic acid.

Table 13: Edge partitions of dodecanoic acid

   
  From Table 13 we observe that the edges of dodecanoic 
acid can be divided into 6 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of the 
edges in the molecular graph of dodecanoic acid.

Table 14: Edge partitions of tridecanoic acid

From Table 14 we observe that the edges of tridecanoic 
acid can be divided into 7 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of tridecanoic acid.
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Table 15: Edge partitions of tetradecanoic acid

From Table 15 we observe that the edges of tetradecanoic 
acid can be divided into 7 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of tetradecanoic acid.

Table 16: Edge partitions of pentadecanoic acid

From Table 16 we observe that the edges of pentadecanoic 
acid can be divided into 8 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of pentadecanoic acid.

Table 17: Edge partitions of hexadecanoic acid

From Table 17 we observe that the edges of hexadecanoic 
acid can be divided into 8 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of hexadecanoic acid.

Table 18: Edge partitions of heptadecanoic acid

From Table 18 we observe that the edges of heptadecanoic 
acid can be divided into 9 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of heptadecanoic acid.

Table 19: Edge partitions of octadecanoic acid

From Table 19 we observe that the edges of octadecanoic 
acid can be divided into 9 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of octadecanoic acid.

Table 20: Edge partitions of nonadecanoic acid

From Table 20 we observe that the edges of nonadecanoic 
acid can be divided into 10 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of nonadecanoic acid.

Table 21: Edge partitions of eicosanoic acid

From Table 21 we observe that the edges of eicosanoic 
acid can be divided into 10 partitions based on the distance 
eccentricity based vertex degrees of the end vertices of 
the edges in the molecular graph of eicosanoic acid.

Illustration of - polynomial and  indices for 
propanoic acid

Let  denote the molecular graph of propanoic acid 
considered in Figure 1. It has  vertices and  edges. 

Consider

 

Using the edge partitions given in Table 4, it is clear that 
, .

Applying the values in  we derive the - 
polynomial for propanoic acid as follows:

We now compute the diameter eccentricity based and 
hyper diameter eccentricity based indices of the molecular 
graph of propanoic acid  using -Polynomial as 
follows:
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= +( )) 
                                            
 

Similarly, the other three indices can be obtained as 
follows:

                                                      

Similarly, we can obtain the proposed index values for 
the other monocarboxylic acid.

Curvilinear regression analysis of monocarboxylic 
acids

In this section, we will conduct a quantitative structure 
property relationship (QSPR) analysis on the topological 

indices listed in Table 1 for the seven thermodynamic 
properties of monocarboxylic acids (Shafiei, 2015;  
Shafiei, 2016; Havare, 2019): Thermal energy (TE kcal/
mol), constant heat capacity of gas (CV cal/mol K), 
entropy of gas (EGS cal/mol K), enthalpy of formation 
of liquid (EFL kJ/mol), enthalpy of combustion of liquid 
(ECL kJ/mol), enthalpy of sublimation (ES kJ/mol) and 
Enthalpy of vaporization (EV kJ/mol).

 We perform curvilinear regression analysis to 
identify the best fit models for predicting the seven 
thermodynamic properties of monocarboxylic acids 
using our proposed topological descriptors. We have 
performed linear, quadratic and cubic regression analysis 
given by the following equations:

  ...(3)
 

 ...(4)                                      
        

  ...(5)    
                                          
where  is the thermodynamic property (dependent 
variable),  is the regression model constant, and  are 
the regression coefficients for the topological descriptors 
(TI), respectively. 

 We have derived and compared the linear, quadratic 
and cubic regression models based on  and RMSE 
values. We have taken into consideration models with 

 (as per International Academy of Mathematical 
Chemistry Guidelines).

 We also performed χ2-goodness of fit test to validate 
our models. The hypotheses which we considered for 
checking the goodness of fit of the regression models 
are:

  : Proposed regression model is a good fit.
  : Proposed regression model is not a good fit.

 We have computed the values of the proposed 
indices for the 19-monocarboxylic acids. Tables 22 and 
23 show the computed values for the proposed indices 
and the thermodynamic properties of monocarboxylic 
acids, respectively.
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Table 22:    Topological descriptor values of monocarboxylic acids

Name

Ethanoic acid 9 6 27 12

Propanoic acid 13 10 43 28

Butanoic acid 19 18 77 84

Pentanoic acid 25 27 113 165

Hexanoic acid 33 42 175 372

Heptanoic acid 41 58 239 628

Octanoic acid 51 82 337 1172

Nonanoic acid 61 107 437 1797

Decanoic acid 73 142 579 2972

Undecanoic acid 85 178 723 4268

Dodecanoic acid 99 226 917 6500

Tridecanoic acid 113 275 1113 8901

Tetradecanoic acid 129 338 1367 12772

Pentadecanoic acid 145 402 1623 16868

Hexadecanoic acid 163 482 1945 23140

Heptadecanoic acid 181 563 2269 29701

Octadecanoic acid 201 662 2667 39340
Nonadecanoic acid 221 762 3067 49340
Eicosanoic acid 243 882 3549 63540

Table 23: Thermodynamic property values of monocarboxylic acids

Acids name CV ECL EFL EGS ES EV TE

Ethanoic acid 13.442 875.16 483.5 67.558 46.3 49.7 44.38

Propanoic acid 17.767 1527.3 510.8 74.612 50 56.1 64.578

Butanoic acid 22.163 2183.5 533.9 81.713 54.9 62.9 84.565

Pentanoic acid 26.538 2837.8 558.9 87.271 58.2 69 104.607

Hexanoic acid 30.927 3494.3 581.8 94.058 63 75 124.667

Heptanoic acid 35.421 4146.9 608.5 101.646 64.8 81.7 144.655

Octanoic acid 39.911 4799.9 634.8 109.25 69.4 86.9 164.637

Nonanoic acid 44.399 5456.1 658 116.353 72.3 93.6 184.621

Decanoic acid 48.889 6079.3 713.7 123.676 76.3 100.8 204.604

Undecanoic acid 53.378 6736.5 736.2 130.987 78.9 106.7 224.587

Dodecanoic acid 57.867 7377 775.1 138.293 82.2 115.9 244.57

Tridecanoic acid 62.255 8024.2 807.2 145.633 84.9 121.2 264.554

Tetradecanoic acid 66.844 8676.7 834.1 152.932 87.7 130.2 284.537

Pentadecanoic acid 71.627 9327.7 862.4 162.308 91.4 136.5 304.405

Hexadecanoic acid 75.73 9977.2 892.2 167.564 94.5 144.3 324.571

Heptadecanoic acid 80.216 10624.4 924.4 174.86 100.7 159.6 344.556

Octadecanoic acid 84.704 11280.1 947.4 182.181 102.8 164.7 364.539

Nonadecanoic acid 89.192 11923.4 984.1 189.486 105 172.9 384.522

Eicosanoic acid 93.681 12574.2 1012.6 196.113 109.9 179.2 404.506

CV: constant heat capacity; ECL: enthalpy of combustion of liquid; EFL: enthalpy of formation of liquid; EGS: enthalpy of gas; 
ES: enthalpy of sublimation; EV: enthalpy of vaporization; TE: thermal energy
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RESULTS AND DISCUSSION

We observed that the cubic regression models were the 
best fit models with low RMSE values. From the cubic 
regression models, we concluded that the best index is  

Best fit regression models

In this section we present the best fit cubic regression 
models based on  for the seven thermodynamic 
properties of monocarboxylic acids. 

  ...(6)

  ...(7)

  ...(8)

  ...(9)

  ...(10)

  ...(11)

  ...(12)

Table 24: Statistical parameters for best fit model

Property
Curve 

equation
Best 

predictor
RMSE                    

(6) 0.9991 0.8063 0.622021

(7) 0.9989 131.8854 152.6476

(8) 0.9990 5.7997 1.117039

(9) 0.9993 1.2122 0.682761

(10) 0.9957 1.3837 0.725426

(11) 0.9972 2.3514 0.978772

(12) 0.9990 3.9413 19.14061

The table value for χ2 with degrees of freedom 18 at the 
5% and 1% levels of significance are 28.869 and 34.809, 
respectively. From Table 24, we see that the calculated 
χ2 values of the seven thermodynamic properties, except 
one property (enthalpy of combustion of liquid), were less 
than the table value at both levels of significance. Thus, 
we accept all the models except the model for ECL.

 Figures 2 to 5 depict the regression plots for the 
properties versus the best predictor index.

Figure 2: Cubic regression curve for  and  against 
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Figure 3: Cubic regression curve for  and  against 

Figure 4: Cubic regression curve for  and against 

Figure 5: Cubic regression curve for  against 
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CONCLUSION

In this paper, we have utilized the newly introduced -
Polynomial to derive the diameter eccentricity based and 
hyper diameter eccentricity based topological descriptors 
for nineteen linear saturated monocarboxylic acids. We 
conducted a QSPR analysis on seven thermodynamic 
properties of monocarboxylic acids using our proposed 
indices. We conclude that the cubic regression models 
based on our index  provide the best fits for the 
thermodynamic properties in terms of  and RMSE 
values. We also conducted chi-square goodness-of-fit tests 
to determine the statistical significance of our proposed 
models. The tests showed that the cubic regression 
models were a good fit for six of the thermodynamic 
properties, with the exception of enthalpy of combustion 
of liquid (ECL). 
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Abstract: There is compelling evidence that migraine is 
associated with a decline in grey matter in the brain. We 
postulate that these changes might affect the architecture of the 
structural brain networks and normal wiring leading to altered 
functioning of the brain. Therefore, our goal was to compare 
the global brain network topology of patients with migraines 
and healthy subjects using grey matter structural networks. 
The study involved 45 patients with migraine and 46 healthy 
subjects. 3D, T1-weighted brain images were obtained using 
a 3 Tesla MRI scanner. Images were preprocessed, and grey 
matter volume images were generated. Group-level structural 
connectivity matrices were created using Pearson correlation, 
and the matrices were binarized by applying a series of 
sparsity thresholds to compute global network topologies. 
According to the between-group results, patients with 
migraines showed increases in small-worldness and global 
efficiency while local efficiency and synchronization did 
not differ significantly between patients and healthy subjects 
(p< 0.05). Assortativity values were widely dispersed across 
different levels of sparsity and were significantly higher in 
the healthy network compared to the migraine network at 
sparsities of 0.4 and 0.5 (p< 0.05). Furthermore, as network 
sparsity increased, there was a noticeable trend towards a 
hierarchy property among patients. According to our findings, 
patients with migraines exhibit better integration and poorer 
segregation of information processing in the human brain.  
Graph theory-based approach provides valuable information 
on network topological metrics in migraine.

Keywords: Graph theory, grey matter, migraine, neuroimaging, 
structural networks. 

INTRODUCTION

Migraine is defined as a common, disabling, primary 
brain disorder characterized by recurrent pulsating and 
throbbing pain in the head accompanied by symptoms 
such as nausea, sensitivity to light, sound, or scent 
and vomiting (Simon, 2018). Some believe that it is a 
neurological disorder affecting gastrointestinal and 
autonomic functionalities (Planchuelo-Gómez et al., 
2020) while others believe that it is a neurovascular 
disorder that is related to dilation and constriction of blood 
vessels in the head (Kim et al., 2019). Approximately 
15% of the global population suffers from migraine and 
statistically around 19% of females and 11% of males are 
affected (Vos et al., 2012).

 Structural neuroimaging has brought novel insights 
in evaluating brain changes in migraine. The findings 
from this approach have been used to enhance the 
understanding of the pathophysiology of migraine and 
to illustrate the potential consequences and risks linked 
to migraine. Several studies on magnetic resonance 
imaging (MRI) based neuroanatomy, conducted using 
voxel-based morphometry (VBM) and surface-based 
morphometry (SBM) techniques, reveal that repetitive 
migraine attacks could alter the structural volume and 
thickness of the brain, particularly in the grey matter 
(GM) regions (Jia & Yu, 2017; Zhang et al., 2017). 
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It is believed that abnormalities in the networks of the 
brain may underlie cognitive and behavioral deficits 
in migraine. Therefore, it is crucial to investigate how 
the structural network arrangement in the brains of 
migraine sufferers are affected by structural brain 
changes. Additionally, studying how the topological 
characteristics of the brain networks could correspond 
to the pathophysiology of migraine is important (Lerch 
et al., 2006; Power et al., 2010). 

 Graph theory can visually represent the brain 
network architecture and provides a valuable method for 
assessing the architecture of large-scale brain networks. 
This is done by calculating a summary of connectivity 
matrices that describe the network’s properties (Wang 
et al., 2020). The above technique sheds new light on the 
mechanisms of neurological disorders and helps in the 
discovery of new imaging biomarkers for neurological 
disease diagnosis. 

 We hypothesize that migraine could affect the amount 
of grey matter in the brain. This in turn may alter the 
structural network connection between different areas 
of the brain leading to changes in network topological 
properties in the brains of migraine sufferers. Therefore, 
analyzing structural brain MRI images using graph theory 
to identify key differences of network attributes of those 
with migraine could significantly benefit its diagnosis. 
However, these studies are largely absent. 

MATERIALS AND METHODS

Subjects

This study was conducted on 45 chronic migraine patients 
(35 females; 39.69 ± 11.1 years) and 46 healthy controls 
(28 females; 37.57 ± 12.12 years). The most appropriate 
research design was a case - control study. The study 
was approved by the Ethics Review Committee of the 
Faculty of Medicine, General Sir John Kotelawala 
Defence University (KDU), Sri Lanka and in accordance 
with the current version of the Declaration of Helsinki 
(World Medical Association, 2001). The patients were 
chosen from the neurology and neurosurgery unit 
of the University Hospital, KDU, and confirmed as 
migraine subjects (interictal phase) by skilled consultant 
neurologists using the International Classification of 
headache disorders criteria (ICHD-3) and a neurological 
examination. The imaging data were obtained from the 
MR imaging database of the Department of Radiology, 
University Hospital, KDU. The control group with healthy 
brains were selected by an experienced radiologist from 

the same database who underwent MRI scans of brains 
and confirmed them as healthy. All subjects were above 
18 years of age. 

Magnetic resonance image acquisition

Brain MRI scans were performed by a 3 Tesla scanner 
(Ingenia, Philips Healthcare, The Netherlands), using 
an 8-channel head coil. The following parameters were 
used in a turbo field echo (TFE) sequence to obtain three-
dimensional (3D), T1-weighted images: repetition time 
(TR) = 8.2 ms; echo time (TE) = 3.8 ms; TFE factor = 
150; flip angle (FA) = 8°; the field of view (FOV) = 240 
mm × 240 mm; matrix = 240 × 222; slice thickness = 1 
mm; gap = 0 mm; Multi-shot mode sagittal slices and 
acquisition time = 329 s.

Image preprocessing

All images were examined for consistent orientation and 
pre-processed using the CAT12 and SPM 12 toolboxes. 
A Spatial Adaptive Non-Local Means filter was used 
to adjust bias fields, normalize intensity, and eliminate 
image noise. Skull stripping was done using the adaptive 
probability region growing (APRG) approach. The 
preprocessed images were then subjected to VBM 
analysis using CAT12.

Computing grey matter volumes using voxel-based 
morphometry (VBM) 

Preprocessed images were spatially normalized to the 
same stereotactic space (Montreal Neurological Institute 
(MNI) space) and each brain was separated into GM, 
WM, and CSF tissue classes. Spatial smoothing was 
applied to the modulated GM volume images of each 
subject utilizing an isotropic Gaussian kernel with an 
8-mm full-width at half-maximum width (FWHM). 

Grey matter network construction

Smoothed grey matter volumes were concatenated to 
develop 4D volumes for each group. The GRETNA 
toolkit was used to develop brain structural networks and 
global network topology metrics. The entire brain was 
parcellated into 90 cortical and subcortical anatomical 
regions using an automated anatomical labeling (AAL) 
atlas excluding the cerebellum. Then the time courses 
were extracted from each anatomical region and 
averaged. Group level association matrices were then 
developed using Pearson correlation with a size of 90 x 
90. In these matrices, nodes represent brain regions and 
edges represent brain connectivity. 
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Network metrics computation 

Binary adjacency matrices were developed (undirected 
graph), where an edge is drawn between two regional 
nodes if the Pearson correlation coefficient between them 
exceeds the threshold. We then systematically explored 
the properties of the graphs over a range of thresholds 
based on network sparsity resulting in fully connected 
small world graphs. This thresholding procedure was 
repeated for a series of thresholds ranging from 0.05 
to 0.5 with an increment step of 0.05, resulting in 10 
sparsity thresholds. We used the GRETNA toolkit to 
compute global network topological metrics such as 
small-worldness, global efficiency, local efficiency, 
assortativity, synchronization and hierarchy. Above 
metrics were compared with those of random networks 
to determine their level non-randomness. 

Statistical analysis

The gender ratio was compared using the Pearson chi-
square test while the differences in age were analyzed 
using the two-sample t-test. 

The two-sample t-test between groups was performed 
to detect the differences in grey matter volumes. Next, 
the statistical significance of between-group differences 
in the global network measures was determined using 
a non-parametric permutation test with 1000 iterations. 
For each randomly assigned group, an association 
matrix was created. The correlation matrices were then 
thresholded at different network sparsities to create 
the binary adjacency matrices. The network metrics 
were computed for each network at every density. A 
permutation distribution of differences was created under 
the null hypothesis. The actual between-group difference 
in network metrics was then placed in the corresponding 
permutation distribution and its percentile position 
was used to compute a two-tailed p value. Multiple 
comparisons were automatically taken into consideration 
by the nonparametric permutation test (P < 0.05) (Bruno, 
Hosseini, & Kesler, 2012).

Image processing steps are shown in Figure 1. 

Figure 1: Schematic diagram of image pre-processing, brain network construction, 
and graph theoretical analysis using structural MRI data.
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RESULTS AND DISCUSSION

Demographic data
 
No significant differences were detected in age (two 
sample t test, p=0.51) or gender (Chi-square test, p=0.07) 
between patients with migraines and healthy subjects. 

Grey matter volume changes detected between 
patients with migraine and healthy subjects 

Widespread reductions in grey matter volume were 
found in migraine patients compared to healthy subjects 
covering both hemispheres. The results are shown in 
Figure 2 and summarized in supplemental Table 1.

Figure 2: Regional gross volume reductions in patients with migraine compared to healthy subjects detected by Voxel-
based morphometry. All detected areas, indicated in black to red (corresponding to T values obtained from 
two-sample t tests) had reduced volumes in patients with migraine compared with healthy subjects (p< 0.05, 
FWE corrected).

Figure 3: Pearson correlation-based association matrices of patients with migraine and healthy subjects. 
Each association matrix is composed of 90 x 90 edges. The grey matter (GM) regions of interest 
(ROIs) that were used in the research are denoted by the numbers 1 to 90 on the x- and y-axes. 
Correlation represents the strength of the structural connectivity (correlation coefficient, r) for 
each edge connection.

Heathy controls Patients with migraine

Brain regionsBrain regions
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Bilateral reductions in grey matter volume were found 
in the cerebellum, middle occipital gyrus, middle 
temporal gyrus, superior occipital gyrus, cuneus and 
parahippocampus. In addition, unilateral GM reductions 
were found in the right fusiform, left insula, right 
hippocampus, and left superior frontal regions.

Comparison of structural connectivity matrices 
between healthy subjects and migraine patients 

The association matrices within each group, without 
applying the threshold, are shown in Figure 3. 
In comparison to the correlation coefficient matrix of 
healthy subjects, the matrix belonging to migraineurs 
shows a more diverse distribution and has fewer 
condensed areas likely due to a lower number of edges. 

Global network measures (within-group)

Figure 4 shows the analysis results of global network 
measures across various network sparsities. Across a 
wide range of sparsities, the networks of both groups were 
organized in a small-worldness pattern (σ>1, λ~1, γ>1). 
Compared with patients, healthy subjects exhibited less 
small-worldness (σ) (Figure 4a) and a less normalized 
clustering coefficient (γ) (Figure 4c). However, migraine 
patients had a decreased normalized characteristic path 
length (λ) (Figure 4b). 

 Both global efficiency (Eglob) (Figure 4d) and 
local efficiency (Eloc) (Figure 4e) showed a positive 
relationship with network sparsity threshold values. Local 
efficiencies of patients with migraine and healthy subjects 
were similar in all sparsities than global efficiencies. 
The assortativity values (Figure 4f) of the healthy 
were higher than the migraine patients from 0.25 to 0.5 
network sparsity thresholds. Therefore, at high sparsities, 
the linking rate of nodes with similar number of edges 
was lower in migraine patients. Due to the indecisive 
data points, it was difficult to determine a relationship or 
clear separation between migraine patients and healthy 
subjects for synchronization (Figure 4g). Hierarchical 
organizations of migraine patients (Figure 4h) were found 
to be greater than those of healthy subjects at higher 
network sparsities and showed a positive correlation 

with network sparsities.

Global network measures (between-groups)

The grey matter networks of migraine brains had 
significantly more normalized clustering (γ) at sparsities 
ranging from 0.2 to 0.5 (p< 0.05; Figure 5c) when 
compared to the healthy subjects. The healthy network 
exhibited an overall tendency towards longer normalized 
path lengths (λ) with significant differences from 0.05 to 
0.5, with the exception of 0.1 across the whole range of 
sparsities (p< 0.05; Figure 5b). Except 0.15 and 0.05, this 
pattern resulted in a substantially higher small-worldness 
(σ) in the migraineurs than the healthy network sparsities 
from 0.1 to 0.5. (Figure 5a).

 Patients with migraine exhibited significantly higher 
global efficiency (Eglob) in their network compared to 
healthy controls across sparsities ranging from 0.05 to 
0.5, except for 0.4. (p< 0.05; Figure 5d). Across the entire 
range of sparsities, we did not detect significant differences 
in migraine for local efficiency (Eloc), (p< 0.05; Figure 
5e) and the reported differences were distributed for both 
reduced and increased local efficiencies. 

 Assortativity values were largely dispersed among 
their sparsities and were considerably higher in the 
healthy network than in the migraine network at sparsities 
of 0.4 and 0.5 (p> 0.05; Figure 5f).

 There was no clear comparison in the synchronization 
of patients with migraine and healthy networks as the 
values were distributed within the confidence intervals 
at all levels of sparsities (Figure 5g).  With increasing 
sparsity, the 95% CI boundaries showed a near-random 
behavior. This made it difficult for a reliable prediction 
for the identification of migraine patients based on 
synchronization properties.

 There was a significant hierarchical network 
organization in migraine grey matter networks with 
network sparsity values ranging from 0.4 to 0.5 (p< 0.05; 
Figure 5h). Therefore, as sparsity increases, there is a 
strong tendency to surpass the confidence interval for the 
hierarchical property.
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Figure 4: Changes in global network metrics of the patients with migraine and healthy subjects as a function of network density 
(0.05 – 0.5). (a) Small-worldness; (b) normalized path length; (c) normalized clustering coefficient; (d) global efficiency; 
(e) local efficiency; (f) assortativity; (g) synchronization and (h) hierarchy. 

a) b)

c) d)

f)
e)

g) h)
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Figure 5: Differences in global network metrics between patients with migraine and healthy subjects as a function of 
network density (0.05 – 0.5). Between group differences are given in green squares and values that fall outside the 
confidence interval (blue lines, 95% confidence intervals) denote the densities at which the difference between the 
groups is significant. Positive numbers denote densities where patients’ values are higher than healthy subjects’ 
values, while negative values denote the reverse. 
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d)

f)

h)
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A comparison of grey matter between patients and 
healthy subjects revealed widespread reductions in grey 
matter volume. Grey matter volume reductions which 
were detected in our study include cerebellum, middle 
occipital, middle temporal, superior occipital, cuneus, 
and parahippocampus. These reductions have been 
reported in previous studies to varying extents (Valfrè 
et al., 2007, Coppola et al., 2017). However, compared 
to most of the literature our study reported several 
reductions in regional grey matter volume reductions 
unilaterally. These reductions were observed in the right 
fusiform, left insula, right hippocampus, right thalamus 
and left superior frontal regions (Cao et al., 2022). 

 To our knowledge this would be the first study to 
compare the highest number of brain network metrics 
in the same study. The small-world property provides a 
structural substrate for both functional segregation and 
functional integration, which is the ratio of normalized 
clustering coefficient (γ) to normalized characteristic 
path length (λ) (Watts & Strogatz, 1998). If a network 
has a higher clustering tendency, it indicates a strong 
connection or exchange of information between a node 
and its neighbours. If a network has a long path length it 
means that information processing is delayed.

 A study has been conducted to determine hierarchical 
changes of brain structural and functional networks 
using female migraine patients (Liu et al., 2012). It was 
found that the global topology of the patients’ structural 
and functional networks was aberrant compared to that 
of healthy subjects. There were greater mean clustering 
coefficients but no appreciable change in the shortest 
absolute path length. The small-world properties of grey 
matter volume correlation networks showed a numerically 
higher small-worldness in patients in, similar to our 
findings. In some studies migraine patients scored higher 
on cognitive tests than non-migraine patients (Wen et al., 
2016). 

 Local efficiency, also known as segregation, 
measures the efficiency of information exchange 
between adjacent nodes. It is calculated as the average 
nodal efficiency of all nodes in the graph considering 
only the neighboring node point and always excluding 
the node of interest (Cohen & D’Esposito, 2016). Global 
efficiency, or integration, measures the brain network’s 
ability to transfer information among all nodes (parallel 
information transmission). It has been found that patients 
with chronic migraine had altered global network 
properties characterized by lower global and local 
efficiency (DeSouza et al., 2020). In contrast to these 
findings, the global efficiency was found to be improved 
in migraineurs in the current study (Wen et al., 2016). 

It has specifically considered the existence of assortative 
type networks, which may have a significant effect on 
the function of networked systems. They are internally 
dense and externally sparse, maintaining the segregation 
of information processing (Newman, 2002; Bazinet et 
al., 2023).To our knowledge, no evidence has been found 
to date regarding assortativity in relation to migraineurs. 
However, in this study, assortativity values were found to 
be significantly higher in the healthy network compared 
to the migraine network at sparsities of 0.4 and 0.5 
with p-values less than 0.05. This proves that migraine 
disrupts the connections of nodes of similar quality in the 
brain network at those levels of sparsities. 

 Synchronization measures the likelihood of all 
nodes fluctuating in the same wave pattern (Xiang 
et al., 2020). It is believed that small world routes and 
scale-free networks can achieve synchronizability more 
efficiently than standard graphs, random graphs and 
ideal constructive schemes (Barahona & Pecora, 2002; 
Nishikawa et al., 2003). Other evidence shows that 
activity synchronizations between brain regions can play 
a critical role in cognitive integration and brain function 
(Varela et al., 2001; Vuksanović & Hövel, 2014). 
However, we did not find changes in synchronization in 
our study. 

 Network hierarchy is one of the fundamental 
characteristics of the brain that demonstrates the 
hierarchical network structure of the brain. The main 
feature of a network hierarchy is the high connectivity 
within a hub’s network but with less clustering. This type 
of network arrangement helps to report relationships 
among nodes and reduce wiring costs (Ravasz, 2002). Our 
results show that the hierarchical properties of migraine 
patients are increased with sparsity, and the values are 
significant when it reaches higher sparsity values.

 Many studies have reported that migraineurs are 
reported to have the worst cognitive performance. 
However, it is not surprising that other studies have 
reported conflicting results, particularly in the interictal 
phase (Vuralli et al., 2018). Therefore, more studies are 
warranted in the future to conclude on the pathophysiology 
of migraine at the network level.

 There are three limitations to our study. First, the 
structural covariance network analysis was performed by 
correlating the grey matter volume across subjects without 
creating individual matrices for each subject. Second, we 
were unable to detect any associations between network 
measures and clinical parameters because we developed 
metrics at the group level network. Third, the study was 
retrospective and therefore we were unable to provide 
clinical data of patients.
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CONCLUSION 

In summary, when compared to healthy subjects, the 
migraine group showed an altered network topology in 
the brain. This was characterized by an increase in small-
worldness and global efficiency (integration) as well as 
a decreasing assortativity (segregation). These changes 
may alter functional demands in the brain of migraineurs’ 
leading to distinct profiles of cooperative and competitive 
connections that underlie various different aspects of 
sensory, cognitive, and affective comorbidities.
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Abstract: Supercapacitors that exhibit high power density and 
safety are emerging as alternative energy storage devices. The 
construction and performance of a supercapacitor using the ionic 
liquid, triethylammonium thiocyanate, as the electrolyte and 
biomass-activated charcoal films as the electrode are described.  
Enhancements in both energy and power density  were observed 
even for 10,000 charge-discharge cycles. The fabricated 
supercapacitor with ionic liquid and activated charcoal-based 
electrodes showed an impressive specific capacitance retention 
of 142% even after 10,000 cycles at a scan rate of 500 mv s-1, 

which is attributed to the clearing of ion conducting pathways 
and enhanced charge transport with increasing temperature. 
Impedance analysis confirmed the reduction of resistive losses 
with increasing cycle numbers. The initial energy and power 
densities of the Electrical double-layer capacitance (EDLC) 
were 0.926 W h kg-1 and 5681 W kg-1, and they showed 42.2 % 
and 60.6 % increments after supercapacitors cycles. The study 
reveals low-cost biomass-based activated carbon electrodes 
and trimethylamine thiocyanate can be used to prepare 
supercapacitors with remarkable cycling performances.

Keywords: Activated carbon, supercapacitor, triethylammonium 
thiocyanate

INTRODUCTION

The rapid increase in energy consumption is a major 
reason for many researchers to focus on finding 
sustainable energy sources and developing energy 

conversion and storage techniques. Renewable energy 
sources such as wind, solar, hydropower and geothermal 
are promising resources to conserve degradable energy 
sources (Fridleifsson, 2001; Panwar et al., 2011; Kumar 
et al., 2016). However, the main issue with the utilization 
of most renewable energy sources is the intermittency of 
the energy supply. This can be overcome by using reliable 
energy storage technologies. The most common energy 
storage methods are batteries, supercapacitors, and H2 
storage (Scrosati & Garche, 2010; Lucia, 2014; Poonam 
et al., 2019). When it comes to energy storage methods, 
energy density, power density, durability and long cycle 
life are some of the key factors that determine the quality 
of the device. Lithium-ion batteries (LIBs) are one of 
the most versatile devices to store energy. LIBs have 
a high energy density, but it has numerous drawbacks, 
including short cycle life, harmful compounds used 
in manufacturing, the inclusion of highly flammable 
substances and long charging time. Supercapacitors have 
certain characteristics, including quick charging, long 
cycle life, and high power density, which make them 
suitable for use in practical applications (Portet et al., 
2005; Brousse et al., 2007). Hence, they appear to be 
one of the most promising replacements for batteries for 
certain applications. To enhance the practical viability of 
supercapacitors, improving energy density, durability, 
and cycle stability are the main areas of focus in ongoing 
supercapacitor research.
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In supercapacitors the two main charge storage 
mechanisms are electrical double-layer capacitance and 
pseudo capacitance (Karthikeyan et al., 2021). Electrical 
double-layer capacitance (EDLC) is based on charge 
accumulation at the electrode-electrolyte interface due to 
electrostatic forces, forming a double layer of charges. 
Carbon-based materials including carbon nanotubes, 
porous carbon, templated carbon, and activated carbon 
are commonly used as electrode materials for EDLC-type 
supercapacitors (Gamby et al., 2001; Fuertes et al., 2005; 
Pan et al., 2010; Yin et al., 2020). In pseudocapacitors, 
charge is stored through Faradaic reactions (Karthikeyan 
et al., 2021). Conducting polymers and metal oxides are 
well-known electrode materials for pseudocapacitors 
(Chen et al., 2014; Bryan et al., 2016). In these materials, 
capacitive processes occur due to fast surface redox 
reactions, giving them capacitive properties; however, 
they show poor cyclability (Abruña et al., 2008). 

 Two main functional components in a supercapacitor 
are the electrode and the electrolyte. Activated carbon-
based electrodes offer higher cycle life in addition to 
their low cost. However, most of the activated carbons 
commercially available are produced from precursors 
derived from fossil fuels (Abioye & Ani, 2015). 
Attempting to use green carbon materials, which are 
agro-industrial waste in device applications gives several 
direct and indirect advantages. The utilization of biomass-
derived activated carbon electrodes for supercapacitor 
fabrication reduces their production cost. The electrode 
material utilized in this work was fabricated using 
activated carbon powder made from coconut shells.

 In general, ionic liquids offer many advantages over 
conventional aqueous electrolytes or volatile organic 
solvent-based electrolytes for the devices, though their 
conductivity is lower than that of liquid electrolytes. 
To fabricate EDLC with longer cycle life and stability, 
such ionic liquids are an ideal candidate. Trimethylamine 
thiocyanate (TAT) is primarily used as a crystal growth 
inhibitor of CuI crystal to improve the performance in 
solid-state dye-sensitized solar cells (Kumara et al., 
2002). However, novel TAT-based electrolytes have not 
been widely studied as an electrolyte for supercapacitors
One of the main issues in batteries and supercapacitors 
is performance degradation with charge-discharge 
cycling. In a previous study, it was demonstrated that 
there is a possibility of utilizing TAT ionic liquid as an 
electrolyte for the activated carbon-based supercapacitor 
(Medagedara et al., 2022). In this study, our primary 
objective is to investigate the performance degradation 
issue associated with charge-discharge cycling in 
supercapacitors. Specifically, we investigate the potential 

of utilizing trimethylamine thiocyanate (TAT) ionic 
liquid as an electrolyte to enhance the electrochemical 
performance and cycle stability of activated carbon-based 
supercapacitors. Through a series of electrochemical 
tests including cyclic voltammetry (CV), galvanostatic 
charge-discharge (GCD), and electrochemical 
impedance spectroscopy (EIS), we aim to demonstrate 
the effectiveness of TAT-based electrolytes in improving 
both energy and power density, even over an extended 
cycling period of 10,000 charge-discharge cycles. The 
study reveals a 142 % capacity improvement after 10,000 
cycles, which is a good value for a biomass-derived 
carbon electrode-based supercapacitor that shows an 
extremely high power density of 9124 W kg-1 (Abioye & 
Ani, 2015; Dos Reis et al., 2020; Patel et al., 2021).

MATERIALS AND METHODS

Titanium plates with dimensions of 2cm×1cm×0.45mm 
were used as current collector plates. Ammonium 
thiocyanate (NH4SCN, 98.0% (m/m) assay) and 
dichloromethane (CH2Cl2, 99.5% (m/m) assay) 
were purchased from Fujifilm Wako Pure Chemical 
Corporation, Osaka, Japan. Triethylamine (C6H15N, 
99.0% purity) was purchased from Daejung Chemicals, 
Siheung-si, South Korea. Hexane (C6H14, 99.0% purity) 
was procured from Sigma-Aldrich, St. Louis, Missouri, 
United States. Polyvinylpyrrolidone (PVP) was obtained 
from Research-Lab Fine Chem Industries, Mumbai, 
India. Medium retention filter papers (model-F1001, 
retention range 10-13μm) were obtained from Chmlab, 
Barcelona, Spain.

Ionic liquid electrolyte triethylammonium-
thiocyanate

To begin with, the moisture in ammonium thiocyanate 
was removed by placing it on top of a hot plate for 30 
min at 90 °C. Anhydrous ammonium thiocyanate was 
then combined with triethylamine, (triethylamine in 25% 
excess of the stoichiometric quantity). Thereafter, the 
mixture was heated for 3 min at 120 °C. It is necessary 
to keep heating the mixture until all of the NH3 has 
been expelled from the mixture. Triethylammonium-
thiocyanate is formed during this reaction, as shown in 
the equation below.

(C2H5)3N(l) 

(25%excess)
+ NH4SCN(S) (C2H5)3NH+

(l) + SCN-
(l) + NH3(g)

(C2H5)3NH+
(l) and SCN-

(l) ions separate from the reaction 
mixture as these ions are insoluble in triethylamine.  The 
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ionic component settles at the bottom of the vessel due to 
its high molecular mass. The ionic components including 
unreacted NH4SCN and (C2H5)3N were then extracted 
from the mixture. 

 The solution was washed with hexane three times 
to ensure that there was no unreacted (C2H5)3N present; 
excess dichloromethane was then added to the resultant 
product. If there was any unreacted NH4SCN present in 
the solution a white-colored precipitate would be formed. 
The supernatant was obtained by centrifugation and the 
excess dichloromethane was removed by evaporation to 
obtain colorless triethylammonium-thiocyanate. Finally, 
the colorless ionic liquid was dried under vacuum for 1 h 
at 70 °C, followed by 30 °C for 5 d (Konno et al., 2004; 
Medagedara et al., 2022).

Activated carbon electrodes 

Initially, coconut shells were thoroughly cleaned by 
removing fibrous debris from the surface followed 

Figure 1: Schematic diagram for the process of making a supercapacitor with TAT electrolyte.

by burning in a box furnace under minimum-oxygen 
conditions. The burnt coconut shells were heated at 
900 °C for 20 min in a box furnace. The charcoal was then 
dumped into a distilled water bath to quench, dried, and 
finally disc-milled into a fine powder (Keppetipola et al., 
2021). This activated carbon sample was characterized 
using an X-ray (λ=1.5406 Å) diffractometer (XRD; 
RigakuUltimaIV X-ray powder diffractometer) and 
Raman Spectroscopy.

 The following steps were taken to create activated 
carbon-coated current collector plates: an activated 
carbon layer was formed on the surface of the current 
collector plate using the spray pyrolysis method. To 
accomplish this, a suspension of activated carbon and 
PVP was prepared consisting of 1 g of activated carbon 
powder, 0.05 g of PVP, and 10 ml of isopropanol. The 
suspension was then sonicated for 10 min. As shown in 
Figure 1, the resulting solution was sprayed onto titanium 
current collector plates. The solution-coated current 
collector plates were then sintered at 200 °C for 20 min.

Fabrication of supercapacitors and characterization

Initially, fabricated electrodes were wetted with TAT 
electrolyte and sandwiched with a membrane that can serve 
as a separator between the electrodes. This membrane 
is permeable to the ions present in the electrolyte. The 
characterization of the supercapacitor was done using 
a Metrohm Autolab Potentiostat/Galvanostat. Current 
collector plates were connected to the Metrohm Autolab 

Potentiostat/Galvanostat and the cyclic voltammograms 
(CV) readings were taken. To investigate the stability of 
the cell, 10,000 CV cycles were performed at a scan rate 
500 mV s-1 potential and retention of capacitance was 
checked. The following equation was used to calculate 
the specific capacitance of the cell:

                                 ...(1)
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Where m is the mass of the activated carbon layer on 
the electrode surface, I is the current,  is the potential 
range used, and dV/dt is the potential scan rate used for 
the CV experiment.   

 The following equations were used to calculate 
the energy density and the power density of the 
supercapacitor: 

 ...(2)

 ...(3)

Where C is the specific capacitance of the supercapacitor, 
R is the equivalent series resistance for the  two electrode 
system, and V is the potential window.

RESULTS AND DISCUSSION

Characterization of activated carbon

XRD peaks indicate the amorphous form of activated 
carbon. Based on the positions of the broad peaks at 2θ 
= 23.5° and 43.7°, they are consistent with diffractions 
from the (002) and (100) planes of the activated carbon 
standard XRD pattern. These peaks correspond to d-
spacing of 3.8 and 2.1 Å (JCPDS 75-1621).

 As seen in Figure 2b, two primary bands are visible in 
the Raman spectra of activated carbon powder. The bands 

at 1350 cm-1 and 1600 cm-1 correspond to the D and G 
bands, respectively. The two 1st order Raman shifts in the 
1000–1700 cm-1 range are related to sp2 hybridized carbon 
in the material. The graphite band (G band) is concerned 
with perfect graphitic vibration modes, whereas the defect 
band (D band) is concerned with disordered graphite 
(Islam et al., 2019; Thapliyal et al., 2022). The presence 
of disordered sp2 -hybridized carbons is evident from the 
broader D band in Figure 2b. By comparing the intensity 
values of the bands ID/IG where ID and IG are the intensities 
of the D and G bands, respectively, we can measure the 
level of structural defects, the degree of graphitization or 
decreased crystallinity of the activated transition from sp2 
hybridization to sp3 carbon sample (Cuesta et al., 1994). 
The sample’s ID/IG ratio is 0.84, which indicates there are 
fewer structural deficiencies in this substance.

Characterization of supercapacitor

The cyclic voltammograms, taken at 5, 10, 20, 50, 100, 
250 and 500 mV s-1 are shown in Figure 3. The nearly 
rectangular behavior of the CVs shown, particularly 
for slow scan rates, indicates the EDLC-type charge 
storage mechanism in the SCs.  It can be observed that 
the rectangular shape of the CV curve is lost when the 
scan rate increases, which can be due to the relaxation 
effects of deep penetrating charge carriers. In other 
words, slow scan rates give sufficient time for deep 
penetrating charge carriers to diffuse into pores thereby 
enhancing the effective area of the double layer, which 
finally contributes to improve the capacitance. Therefore, 
specific capacitance decreases with an increasing scan 
rate due to polarization relaxation as shown in Table 1. 

Figure 2: X-ray diffraction spectra of the activated carbon powder derived from coconut shell charcoal, and (b) Raman 
spectrum of the activated carbon powder derived from coconut shell charcoal.
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Additionally, it can be observed that the cycling current 
increases with the increasing CV scan rate without 
reaching a plateau as seen for the lower rates. This may 
be a result of a rapid increase in potential difference.

The study of the cycle life of supercapacitors is important 
to investigate the stability of devices. Figure 4a shows 
CV curves of initial and 10,000th scan cycles measured 
at 500 mV s-1 scan rate, which was used to investigate 
the cycle stability of the fabricated supercapacitors. In 
this study, a rather high scan rate of 500 mV s-1 is used 
to check the device functionality under rapid charging 
and discharging. A previous study demonstrated that a 
high capacity retention of approximately 94.4% can be 
achieved when using a scan rate of 100 mV s-1 for 1000 
cycles (Medagedara et al., 2022).  In the present study, 
cells were tested with a large number of scan cycles but 
at higher scan rates. Figure 4b shows selected CVs for the 
1st, 1000th, 2000th, 3000th, 4000th, 5000th, 6000th, 7000th, 
8000th, 9000th and 10,000th cycle for the supercapacitor 
with TAT electrolyte at a scan rate of 500 mV s-1. The 
enclosed area of the CV curve gradually increases with 
the number of CV scan cycles indicating the specific 
capacitance increment as given in Table 2.

 The CV curve in Figure 4b shows an increase in 
the current flows through the device during charging 
and discharging with increasing number of cycles. 
The electrodes and the electrolyte, can heat up due to 
increased current, resulting in improved charge transport 
dynamics in the electrolyte and electrode as the number 
of cycles increases. Further, this can also be attributed to 
a reduction in internal resistance due to the large number 
of consecutive cycle repetitions conducted with a 
relatively high rate, which clears ion moving paths on the 
electrode surface. In addition, the initial CV cycles can 
clean or pretreat the electrode (McCarthy et al., 2014). 
This effect can finally improve the polarization of charge 
carriers resulting in an enhancement of the specific 
capacitance. Such variations, that take place during the 

Figure 3: The cyclic voltammograms taken at different scan rates.

Scan rate 
(mV s-1)

Area under the 
CV curve (mV A)

Specific capacitance 
(F g-1)

5 1.47 36.8
10 2.67 33.5
20 4.72 29.5
50 8.74 21.9

100 10.9 13.5
250 20.2 10.1
500 26.7 6.68

Table 01: The specific capacitance values of the prepared SC at 
different scan rates

Figure 4: (a) Comparison of the initial and final cyclic volumetric changes of the cell after 10,000 cycles. 
 (b) Selected cyclic voltammograms of 1000 steps 500 mV s-1.
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cycling process, are further analyzed by taking EIS and 
GCD measurements before and after taking CVs.

Figure 5: The GCD curves of the TAT supercapacitator at different current densities (a) 0.5, (b) 1.0, (c) 1.5, 
and (d) 2.0 A g-1.

Table 2: Variation of specific capacitance value and the enclosed area of 
the cyclic voltammograms (CV) with the number of cycles.

Cycle number
Area under the CV 

curve (mV A)
Specific capacitance 

(F g-1)

1st 26.7 6.67

1000th 27.4 6.85

2000th 29.8 7.46

3000th 32.2 8.06

4000th 33.1 8.29

5000th 34.4 8.60

6000th 37.6 9.39

7000th 37.2 9.30

8000th 37.4 9.35

9000th 37.5 9.38

10,000th 37.9 9.48

Figure 5 illustrates the GCD curves of the TAT 
supercapacitor at various current densities. Figure 6 
shows the GCD curve taken at 1 A g-1 current density for 
4 cycles before and after taking 10,000 CV cycles. During 
the discharge state, a small initial ohmic drop is caused 
by the cell’s series resistance. The key factor causing 
this loss is the initial resistive loss at the electrode-
electrolyte interface (Qu et al., 2016). In addition, a 
significant decrease in the ohmic drop is observed, which 
can be attributed to decreased resistance. The triangular 
symmetric shape of GCD depicts (apart from the initial IR 
drop) the EDLC behavior of the supercapacitor (Vaquero 
et al., 2013). After the cycling process (Figure 6b), the 
supercapacitor’s charging and discharging time is longer 
compared to that of fresh cells (Figure 6a);  this can be 
attributed to the improved charge storage capacity of the 
cells with continued CVs. Since the current density is 
constant, it takes a longer time to charge and discharge 
more charges. Figure 6 and the data given in Table 3 
serve as evidence of the excellent stability of the EDLC 
fabricated in this study even after 10,000 CV cycles.
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Equations (2) and (3) were used to calculate the energy 
and power densities of the supercapacitor. Table 3 shows 
the area under the CV curve, specific capacitance, energy 
density and power density of the supercapacitor before 
and after taking CVs for 10,000 cycles. More importantly, 
all of these parameters had higher values after 10,000 
CV cycles compared to their initial values. The results 
reveal the excellent stability of the supercapacitors 
prepared, which can be mainly attributed to the selection 
of appropriate electrolyte and electrode materials.  

 Figure 7 depicts the variation of specific capacitance 
and the energy density of the EDLC with the number 
of cycles. As shown in Figure 7, there is a significant 
increase in specific capacitance from 6.67 F g-1 to 
9.48 F g-1 in the first 6000 cycles. However, after 6000 
cycles, the specific capacitance has become stable at 
around 9.40 F g-1. From the initial state to the final state, 
the specific capacitance of the supercapacitor increases 
with the number of cycles, from 6.67 F g-1 to 9.48 F g-1, 
indicating a 142% enhancement compared to its initial 
value. The initial energy and power densities of the EDLC 
are 0.926 W h kg-1 and 5681 W kg-1, and they increased to 

1.317 W h kg-1 and 9124 W kg-1,  respectively, after 10,000 
cycles.  These were 42.2 % and 60.6 % increments of 
energy and power densities of the EDLC, respectively.

Figure 6: The GCD curves at 1 A g-1 current density, (a) before taking 10,000 cycles, and (b) after taking 
10,000 cycles.

Number of 
cycles

Area under the CV 
curve (mV A)

Specific capacitance 
(F g-1)

Energy density
(W h kg-1)

Power density
(W kg-1)

Initial 26.7 6.670 0.926 5681

After 10000 37.9 9.481 0.951 9124

Table 3: Specific capacitance, energy density and power density values of the supercapacitor 
before and after 10,000 cycles. 

Figure 7: Variation of specific capacitance and the energy density 
values with the number of cycles.
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Figure 8a shows the graph of the imaginary part (Z″ ) of 
the impedance against the real part (Z′) of the cell after 
0, 2000, 4000 and 10,000 cycles. The shift of the curves 
towards lower Z′ values as the number of cycles increases 
is evidence of a decrease in transport resistance. The real 
axis intercept of the curve indicates the equivalent series 
resistance (ESR) of the supercapacitor, which decreases 
with the number of cycles from 11 Ω to 6.8 Ω in this study. 
The EIS data proves the reduction of resistance with the 
increasing number of cycles.  This reduction in internal 
resistance is due to the large number of cycle repetitions 
conducted with a relatively high rate, which causes the 
clearing of ion moving paths on the electrode surface or 

enhanced ion penetration. In addition, the reduction of 
resistance can happen due to an increase in temperature 
resulting from the heat dissipated from the sequential 
and faster cycling process. The first 2000 cycles reduce 
the internal resistance by 2.4 Ω. In the beginning, 
electrodes show some resistance to ion movements, but 
after 2000 cycles it seems to be depleted. Therefore, the 
observed increase of super-capacitive parameters, with 
the increasing number of CV cycles given in Table 3, 
can be attributed to the reduction of resistive losses. The 
coulombic efficiency begins at 73% and stabilizes at 
99% after 1000 cycles, as shown in Figure 8b.

Figure 8: (a) Nyquist plot of TAT supercapacitor after 0, 2000, 4000 and 10,000 cycles, (b) coulombic efficiency variation with 
number of cycles

Electrochemical impedance spectroscopy was used to 
determine the frequency-dependent complex capacitance 
of the EDLC. The following equations (4 and 5) are 
used to calculate the frequency-dependent real  and 
imaginary  parts of the net capacitance:

       ...(4)

       ...(5)

The calculated real and imaginary specific capacitances 

are given in Figures 9a and 9b, respectively, as a function 
of angular frequency. Figures 9c and 9d show  

against . Here and imaginary  represent 
the resultant bulk and double-layer capacitances. In these 
curves, the high-frequency capacitances are related to 
the bulk capacitance of the cell while the low-frequency 
values correspond to the double-layer capacitance. In 
order to calculate frequency independent double layer 
capacitance (static capacitance), we need to determine 

. The respective logarithmic curves in Figure 
9 shows a linear relationship. Therefore, the data were 
fitted with the equations  and 

 to understand the behavior.  
Calculated m and K parameters are given in Table 4.
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Cycle Number Gradient (m) log(C) (F g-1) Static C (F g-1)

Real ( )
0

-1.28 0.79 6.14

Imaginary ( ) -0.95 1.09 12.41

Real ( )
2000

-1.24 0.87 7.50

Imaginary ( ) -0.94 1.15 14.19

Real ( )
4000

-1.23 0.88 7.63

Imaginary ( ) -0.95 1.24 17.25

Real ( )
10,000

-1.19 0.89 7.76

Imaginary ( ) -0.94 1.22 16.78

Table 04: The slope, intercept, and constant (k) values derived from the graph log(C) vs. 
log( ).

Figure 9: The frequency dependence of the real part (a) and the imaginary part (b) of the specific capacitance after 0, 2000, 4000 
and 10,000 cycles. The logarithmic frequency dependence of the real part (c) and the imaginary part (d) of the specific 
capacitance after 0, 2000, 4000 and 10,000 cycles.
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CONCLUSION

The results of this study demonstrate that TAT is a 
promising electrolyte for creating supercapacitors 
with high durability, stability and cycle life. The 
supercapacitor made with TAT and AC-based electrodes 
exhibited an impressive specific capacitance retention of 
142% after 10,000 cycles at a scan rate of 500 mV s-1. 
The increase in specific capacitance from 6.67 to 9.48 F 
g-1 may be attributed to the clearance of ion conducting 
pathways and improved charge transport with the 
rise in temperature. The use of prominent and stable 
AC electrodes and ionic liquid electrolytes is a major 
contributor to the impressive stability. The initial 
energy and power densities of the EDLC were 0.926 W 
h kg-1 and 5681 W kg-1, respectively, and they showed 
increments of 42.2 % and 60.6 % after 10,000 cycles. 
EIS data analysis reveals that the ESR value of the cell 
has decreased from 11 Ω to 7 Ω, after 10,000 cycles. The 
increase in EDLC performance with voltametric cycling 
is a result of the reduction of resistive losses. The study 
reveals that low-cost biomass-based activated carbon 
electrodes combined with an ionic liquid can be used 
to prepare EDLC with excellent cycling performance. 
This study introduces a method to determine frequency-
independent or scan rate-independent ways to determine 
the specific capacitance (static capacitance) of EDLCs 
using complex impedance analysis.
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Abstract: The prevalence of blast and brown spot diseases 
in rice is a substantial threat to national food security. This 
study investigated the distribution patterns of blast and 
brown spot, comparing their occurrence and distribution 
with respect to cultivar selection and conducting molecular 
screening for the identification of blast resistance genes. The 
research was conducted over five cultivating seasons from 
Yala  2017 to Yala 2019  in the Northern Province of Sri Lanka. 
Incidence percentages of the two diseases were calculated in 
114 randomly selected fields across the five districts; Jaffna, 
Mullaitheevu, Kilinochchi, Mannar, and Vavuniya. Molecular 
markers were used to screen for nine major blast-resistant 
genes in 25 commonly cultivated rice cultivars. The results 
showed a significant shift in the disease over the period of 
study. While blast disease incidence declined after Maha 
2017, brown spot incidence increased steadily from Yala 
2017, peaking in Yala 2019. Interestingly, farmers’ cultivar 
preferences, often diverging from the Department of Agriculture 
recommendations, exhibited a strong correlation with disease 
occurrence. The cultivar Attakkari was identified as a highly 
susceptible cultivar, which had only three R genes and a major 
contributor to the progression of blast before Maha 2017. 
Despite higher brown spot incidence percentages observed 
in cultivars At362, Bw367, and Bg450, compared to Bg360, 
intensive post-Maha 2017 cultivation of Bg360 increased 
the average brown spot incidence to 43%. Cultivars grown 
after Maha 2017, with over five R genes, showed lower blast 
disease incidence, suggesting a genetic link to susceptibility. 
This lower incidence of blast was also observed in the disease 
evaluation test, where we used the same cultivars. Hence, this 

study highlights rice cultivar selection as a decisive factor 
influencing disease occurrence. Given Sri Lanka’s robust 
germplasm for blast-resistant genes, strategic cultivar selection 
has the potential for effective disease management.

Keywords: Blast disease, brown spot disease, cluster analysis, 
cultivar selection, molecular screening, rice cultivars.

INTRODUCTION

Rice blast is a devastating disease, caused by Magnaporthe 
oryzae (Ascomycota; Pezizomycotina; Dothideomycetes; 
Pleosporomycetidae; Pleosporales; Pleosporineae; 
Pleosporaceae) in almost all rice growing areas around 
the world (Ou, 1985; Rossman et al., 1990; Jagadeesh 
et al., 2020). The disease is responsible for 30% of the 
annual yield loss globally (Nalley et al., 2016). Next to 
blast, brown spot is considered as an important disease 
in rice fields, which reduces the quantity and quality of 
rice grains. Brown spot is mainly caused by Bipolaris 
oryzae (Ascomycota; Pezizomycotina; Sordariomycetes; 
Sordariomycetidae; Magnaporthales; Pyriculariaceae) 
(Dallagnol et al., 2014). The average yield loss owing 
to brown spot ranges from 4% to 52% (Dhaliwal et al., 
2018). Both of these diseases together cause severe 
economic losses in rice. The incidence and severity of 
the two diseases vary depending on the geographical 
location and environmental conditions (Hossain et 
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al., 2017). Blast is a common disease in both Yala and 
Maha cultivation seasons which can be controlled by a 
combination of cultural practices, fungicide application 
and selection of resistant cultivars. Selection of cultivars 
based on assessing the genotype for resistance is a 
promising strategy, which is preferred in highly blast-
prone ecosystems since it is environmentally friendly 
and economically practical. 
 
 The resistance of rice plants to blast is controlled 
by blast resistance genes (R genes). R genes are located 
within all the 12 chromosomes of rice except chromosome 
3 (Liu et al., 2010). Rice and M. oryzae have been studied 
as a classical model for gene for gene interaction (Valent, 
1997). During a blast infection, elicitor molecules from 
the pathogen activate the R genes present in rice to create 
a hypersensitive response, and resistance is acquired 
through resistance proteins coded by the R genes 
(Gururani et al., 2012). Major blast resistant genes fall 
under the class of central nucleotide-binding site (NBS) 
and carboxy-terminal leucine-rich repeats (LRR). These 
NBS-LRR proteins are classified into two major classes, 
the N-terminal domain that shares homology with the 
mammalian Toll-interleukin-1-receptor (TIR) domain, 
while the other class encodes an amino-terminal coiled-
coil motif (CC-NBS-LRR) (Chandrakanth et al., 2020).

 In the context of blast resistance genes, a noteworthy 
advancement has been the identification of over 86 
dominant R genes out of approximately 350 Quantitative 
trait loci (QTLs) associated with blast resistance. Among 
them, 23 were molecularly characterized such as pb1, 
Pi-a, Pi-b, Pi-d2, Pi-d3, Pi-k, Pik-h/Pi-54, Pik-m, Pik-p, 
Pish, Pi-t, Pi-ta, Piz-t, Pi-1, Pi-2/Piz-5, Pi5, Pi-9, pi-21, Pi-
25, Pi-36, Pi-37, Pi-35, and Pi-64 to date (Fukuoka et al, 
2014; Ma et al, 2015). But resistance can be conferred 
by major blast resistant genes (Zeigler et al., 1994), and 
several studies have reported that rice plants containing 
the major blast resistance genes showed a uniform 
resistant response in nursery experiments (Imam et al., 
2014; Yan et al., 2017). Also, several studies suggested 
that resistance is substantially associated with the number 
of R genes, which implies a positive correlation between 
number of R genes and resistance against M. oryzae (Ning 
et al., 2020). On the other hand, regardless of the number, 
the pattern of R gene combination is a critical factor in 
determining the level of resistance against M. oryzae 
(Wu et al., 2015). It is essential to screen and discover 
the combination pattern of R genes that exhibit a broad-
spectrum and lasting resistance to maximize the practical 
use of blast resistance breeding in a particular country. 

Hence, the present study was conducted to determine 
the distribution pattern of blast and brown spot diseases 
among the rice cultivars grown in the Northern Province 
of Sri Lanka over five consecutive rice growing seasons 
from Yala -2017 to Yala – 2019, to estimate the level of 
blast resistance based on the presence of R genes.  

MATERIALS AND METHODS

Study site 

The study was conducted in the five districts (Jaffna, 
Mullaitheevu, Kilinochchi, Mannar, and Vavuniya) in 
the Northern Province of Sri Lanka in randomly selected 
fields (n = 114). In the study sites, rice is grown in the 
two monsoonal seasons of Maha (September to March) 
and Yala (May to August).  The Maha season cultivation 
is mostly dependent on North-East monsoonal rain, 
whereas the Yala season cultivation is dependent on 
irrigation from tanks and/or ground water.  The province 
had temperatures ranging from 27 oC to 36 oC with an 
average annual rainfall of 1250 mm during the study 
period. 

Disease assessment 

The prevalence of rice blast and brown spot diseases 
was determined during Yala – 2017, Maha – 2017, Yala 
- 2018, Maha – 2018 and Yala – 2019. Incidence of blast 
and brown spot diseases were studied with the assistance 
of the Rice Research Station, Paranthan, Sri Lanka, and 
the Pathology division of the Regional Rice Research 
and Development Centre, Bombuwala, Sri Lanka.  The 
presence of rice blast and brown spot was examined in 
selected rice fields, where the diseases were recorded 
historically, by taking 10 points along a diagonal transect 
in each field by throwing a 1 m × 1 m quadrat. The 
latitude and longitude of the locations were also recorded. 
Information on the cultivar grown in a particular location 
was recorded. Incidence percentage was calculated using 
the following formula (Nutter, 1997): 

 

 Average incidence percentage (AIP) was calculated 
for each cultivar in the studied locations. In addition, 
severity of the two diseases was assessed based on the 
0-9 visual rating scale of the standard disease evaluation 
system for rice by International Rice Research Institute 
(IRRI, 2013).
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Molecular screening of rice blast resistant genes

This study was designed to check the presence of blast 
resistant genes in 25 selected cultivars (Bg 94-1, Bg 360, 
Bg 352, Suwandal, At 308, Moddaikaruppan, Bg 366, 
Pachchaperumal, Bg 300, At 362, Bw 351, Bg 250, At 
402, Bg 251, Karuthaheenati, At 353, Bw 367, Bg 358, 
Ld 365, Bg 450, Attakari, Bw 372, Bg 369, Bg 406, and 
Co 10) grown during the study period. Genomic DNA 
was isolated from leaves using PhytoSpin DTM Plant 
Genomic DNA extraction kit. Eight PCR markers were 
used to detect nine different blast resistant genes; Pita/
Pita2, Pik, Pikp, Piz, Pikh, Pizt, Pi9, and Pib; details 
of the markers are listed in Table 1. The PCR reaction 
mixture was prepared as follows: 1X PCR buffer, 2.5 
mM MgCl2, 0.4 mM dNTP, 0.4 μM of each primer 1.5 
U of GoTaq DNA polymerase (Promega, USA). The 
PCR amplification was performed with the following 
thermal profile: an initial denaturation of 94 °C for 5min, 
35 cycles at 94 °C for 30 s, primer annealing at different 
temperatures for 45 s (Table 1), 72 °C for 2 min, and a 
final extension at 72 °C for 8 min. The PCR products 
were separated by gel electrophoresis on 1% agarose gel 
in 1X TAE buffer at 60 V for 2 hours. A 100 bp DNA 
ladder was used as a molecular weight size marker. 

Disease evaluation

The disease assessment was conducted at the Regional 
Rice Research Station, Bombuwala, Sri Lanka. Seeds of 
the 25 cultivars were collected from the Rice Research 
Station, Paranthan, Sri Lanka. Seeds were surface 
sterilized with 70% ethanol and germinated in plastic pots 
containing sterile soil under greenhouse conditions. Each 
pot contained 25 seeds per cultivar. Urea (0.2 g/pot) was 
applied to increase vegetative growth and plants were 
watered daily. The concentration of conidial suspension 
of M. oryzae was adjusted to 1× 105 per ml, and 10 ml 
of the suspension was inoculated into each pot using an 
atomizer when the plants were at the 4th or 5th leaf stage. 
After inoculation, pots were kept in a moist chamber for 
48 h and then transferred to the green house. Disease 
scoring was carried out based on the Standard Evaluation 
System (SES) of the International Rice Research Institute 
(IRRI, 2013) after 7, 14, and 21 d. Scores of 0-3 were 
considered as resistant (R), 4-5 as moderately resistant 
(MR), and 6-9 as susceptible (S) as reported by Imam 
et al. (2014). 
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Cluster analysis

Cluster analysis was performed individually utilizing 
disease reaction scores obtained at 7, 14, and 21 d, and 
the number of blast resistant genes present in cultivars. 
For the analysis, the following programs were used in the 
following order in the Phylip V3.698 : Clique, Neighbor, 
and Draw tree. Finally, the result file was viewed in Mega 
X Software Version 10.1.8. The generated dendrograms 
were compared to identify similar clustering patterns.

RESULTS AND DISCUSSION

Distribution pattern of blast and brown spot diseases

Rice blast and brown spot have been reported as major 
rice diseases and are prevalent in all the rice growing 
seasons and districts in Sri Lanka, causing varying 
degrees of damage (Seneviratne & Jeyanandarajah, 
2004). Both diseases infect an economically essential 
component, the seed, which decreases yield, degrades 

seed quality, and renders food unsafe for human 
consumption (Figure 1). In terms of disease intensity 
at the study sites, the IP of blast ranged from 10% - 
81%. The highest incidence of 81% was observed in the 
Paranthan area of the Kilinochchi district, which was 
severely affected by blast (Supplementary Table S1) 
during the Yala - 2017 and Maha - 2017.

 After Maha – 2017, the blast incidence was not 
observed in any of the studied fields. However, the 
incidence of brown spot increased steadily from Yala 
– 2017 to Yala – 2019 and the IP ranged from 0% - 
88% in the studied fields. Yala – 2019 cultivation had 
the highest brown spot disease (range of IP = 15.24% 
- 88.75%) and farmers experienced severe losses due 
to this (Supplementary Table S1). Since both are fungal 
diseases and present in the same host, epidemiology of 
one disease can influence the other disease as reported 
in previous studies (Bahous et al., 2003; Terensan et al., 
2022). Also, M. oryzae is reported as a weak competitor 
in fields (Jia, 2009).

Figure 1: Symptoms of blast and brown spot diseases. A) Lesions of rice blast disease. B) 
Lesions of brown spot disease. C) Panicle infected with both diseases and turned 
black in colour. 

The distribution of blast disease was observed to be 
higher in Maha – 2017 (AIP = 32.31) than Yala – 2017 
(AIP = 28.22). Generally, the Maha season cultivation 
progress by a heavy rainfall leading to higher humidity 
that is conducive to blast fungus growth (Rice Research 
and Development Institute, Bathalagoda). Although 
a severe blast incidence was expected, as recorded in 
previous years (Food and Agriculture Organization/ 

World Food Programme, 2017; Northern Provincial 
Council of Sri Lanka 2019), it was not observed 
in Maha or Yala, 2017 except in few areas in the 
Kilinochchi (Kandavalai, Tharmapuram, Paranthan) and 
Mullaitheevu (Udayarkaddu) districts where Attakkari 
was the predominant cultivar (Supplementary Table S1), 
which was identified as a blast susceptible cultivar. 
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In contrast, the incidence of brown spots was low at 
the beginning of the study, but then increased to a level 
where farmers abandoned the fields without harvesting. 
There may be multiple factors contributing to this change 
in disease occurrence patterns. A few factors, such as 
the selection of cultivars by farmers and the presence 
of blast resistance genes in the cultivars grown in the 
region were analysed to check their influence on disease 
occurrence patterns. The in - vitro disease evaluation by 
analysing the presence of R genes in the major cultivars 
was also carried out to validate field observations on the 
distribution and severity of blast disease.

Cultivar selection and the occurrence of diseases

The study focussed on the selection of cultivars and their 
correlation with the distribution patterns with blast and 
brown spot diseases. It was assumed that this correlation 

was one of the determining factors for the occurrence 
pattern of the diseases. Blast infection was observed in 17 
different cultivars while the distribution of brown spots 
was observed in 27 cultivars (Figure 2). It was found 
that the selection of the cultivar Attakkari during Maha 
– 2017 and Yala – 2017 was the significant determining 
factor for blast occurrence during these two seasons. The 
earlier field trial conducted by the rice research stations 
failed due to the severe incidence of blast disease. It was 
identified as a highly blast - susceptible cultivar and this 
led to a higher incidence percentage (IP) in locations 
where it was cultivated, particularly in the districts of 
Kilinochchi, and Mullaitheevu where farmers have 
actively grown this cultivar. Similarly, several pockets in 
the Mannar district were severely infected by blast due to 
the selection of the same cultivar (Supplementary Table 
S1). 

Figure 2: Distribution of A) blast and B) brown spot diseases among different rice cultivars grown in the 
study area with respect to average incidence percentage (AIP).

Despite the fact that the Department of Agriculture has 
advised farmers to avoid planting the cultivar Attakkari 
due to its blast susceptibility, based on their field trials, 

farmers have cultivated this cultivar extensively until 
Maha – 2017 because it produces a high yield, round 
bold type of seeds, and has a strong market demand. 
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On the other side, significantly low blast IP (10.18%) 
was noticed in the Jaffna district during Maha – 2017, 
and infections were not observed in Yala – 2017 where 
farmers cultivated the red rice cultivar Moddaikaruppan 
to a higher extent, which is comparably resistant to blast. 
Therefore, selection of cultivars could be a reason for the 
absence of blast disease after Maha – 2017 to Yala – 2019 
in the study sites.  In addition to this cultivar Attakkari, 
Pachchaiperumal also had a higher blast IP, but the 
cultivation extent of this particular cultivar was limited 
to a few locations in Kilinochchi and Jaffna districts. 
Notably, Moddaikkaruppan and Bg 252 were identified 
as significantly resistant cultivars to blast and recorded 
with symptoms below the severity scale of 2. 

 Based on the field survey and interviews conducted 
with the farmers and the Department of Agriculture, 
after Maha – 2017, farmers have grown a wide range 
of cultivars based on the availability of seed material, 
consumer preference and seeds stored  from the previous 
cultivation. Briefly, higher brown spot infection was 
noticed in Bg 450, Bw 367, At 362, and Bg 360 while 
Bg 94-1, Periyavellai, Bg 352, Moddaikaruppan and Bw 
364 showed lower infection. Farmers have cultivated 
Bg 360 in 50% of the studied locations during Yala – 
2019 (Supplementary Table S1). Interestingly, Bg 360 
was grown in the locations where severe brown spot 
infections were recorded. The highest average incidence 
percentage (AIP) was noticed in Shiruneelaceni (88.75%) 
and second highest was in Andankulam (85.4%) from the 
Mannar district. A similar yield reduction was observed 
in Vallipunam area from the Mullaitheevu district, where 
the same cultivar was grown and recorded with an AIP 
of 58.6%. Cultivar Bg 360 was chosen for intensive 
cultivation because of the market demand after Yala 
– 2018. Five cultivars, namely Periyavellai (2.6%), 
At 353 (1.8%), Bg 366 (1.8%), Bw 364 (2.6%), and 
Moddaikaruppan (2.6%) showed significant resistance 
to brown spot. However, they were grown only in a few 
locations.

 According to observations, brown spot disease became 
the major rice disease following the introduction of Bg 
360 (‘Keeri samba’), not only in the Northern Province 
but also in other regions of Sri Lanka (Nalaka et al., 2021; 
Senuka, 2023). Bg 360 is a white ‘samba’ type cultivar 
with a higher market price. Most farmers save seeds from 
previous harvest to cultivate in the next planting season, 
without realizing that infected seeds can be a significant 
source of the pathogen’s inoculum. This practice can 
result in the disease persisting continuously, especially 
when weather conditions are favorable. This may have 
promoted the existence of brown spot throughout the 

study period. Moreover, a study by Chakrabarti (2001) 
reported that brown spot is generally severe in soils with 
low pH, low availability of potassium (K2O), and deficient 
in essential and trace elements. The dominant group of 
soil in the Northern Province is Reddish Brown Earth 
(RBE). The association of Low HumicGley (LHG) with 
RBE soil (92%) enhances paddy cultivation. However, 
RBE has low organic matter content and the nitrogen and 
phosphorus status are usually poor, while the potassium 
status varies from medium to low (Northern Provincial 
Council of Sri Lanka, 2014). Improper soil amendments 
has led to subsequent degradation in soil quality 
because farmers have failed to implement significant 
improvements in their agronomic practices. This could 
possibly be one of the reasons for the emergence of 
brown spot as a major rice disease.  

Detection of blast resistant genes by PCR and 
pathogenicity assay to assess resistance

This study was conducted to investigate the influence 
of R genes on blast disease in cultivars grown at the 
study sites. Twenty-five cultivars were genotyped for the 
presence of nine blast resistant genes (R genes) in this 
study. Table 2 summarizes the presence of R genes in the 
cultivars, which ranged from 3 to 9 based on the results 
obtained from gel electrophoresis (Supplementary Figures 
S1–S8). The cultivar Attakari, which was identified as 
susceptible to blast in the field, contained the fewest R 
genes (n=3). Cultivars Bg 360, Bg 352, Bg 250, At 353, 
Bg 369, Bg 300 and At 362 were found to contain more 
than five genes out of the nine tested R genes, with less 
impact from blast. These cultivars were grown to a larger 
extent after Maha – 2017. 

 Furthermore, the results revealed that cultivars grown 
after Maha – 2017 possessed more than four blast resistant 
genes. As the number of R genes increased, resistance 
also switched from moderately resistant (MR) to resistant 
(R) response in the disease severity assessment. In fact, 
during the disease assessment, MR to R responses were 
recorded for all the 24 cultivars with the exception of 
cv. Attakkari. This finding clearly indicates that several 
cultivars possess resistance towards the blast disease. 

 Based on disease severity assessment, cultivars were 
categorized into three groups, where 17 cultivars were 
highly resistant (score 0-3), seven were moderately 
resistant (score 4-5), and one (cv. Attakari) showed 
susceptible reaction (score 6-9). Data on the presence of 
R genes and the response to disease screening of all the 
cultivars were consistent. 
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The cluster analysis revealed that various cultivars 
correspond to similar groupings in the dendrograms 
(Figure 3) constructed using disease screening results 
and PCR assay findings. In both dendrograms, cv. 
Attakkari and cv. At 402 (clusters C and D) were grouped 
separately, whereas certain cultivars were shown to be 
in similar groups (clusters A and B). Cultivars Co10, Bg 
300, Bg 250 for example, were grouped together (Cluster 
A). Bg 450 and Moddaikkaruppan were also grouped 
together (Cluster B). However, a definite correlation was 
not observed in cultivars that were in the moderately 
resistant category, which were grouped in different 
clusters. 

This is further illustrated as a scatter plot derived using 
the data generated (Figure 4). The plot clearly separates 
the susceptible cv. Attakari from the rest, and the resistant 
varieties are grouped together as illustrated by the cluster 
diagram. 

 The findings highlight a significant influence of 
cultivar selection on the severity of these two diseases. 
Furthermore, other factors such as agronomic practices 
and climate change may have also significantly 
contributed to the dynamics of disease incidence.  

Table 2: Status of blast resistant genes in cultivars grown in the study sites and the response to susceptibility/resistance levels 

Gene Total number DR DR

Code Cultivar Pita Pita2 Pikh Piz Pizt Pik Pikp Pib Pi9 of  R genes Score Status

N1 Bg 94-1 1 1 0 1 0 1 1 1 0 6 3 R

N2 Bg 360 1 1 1 0 0 1 1 1 0 6 1 R

N3 Bg 352 1 1 1 1 0 1 1 1 0 7 2 R

N4 Suwandal 0 0 1 1 0 0 1 1 1 5 1 R

N5 At 308 1 1 0 0 0 1 1 1 0 5 2 R

N6 Moddaikaruppan 0 0 1 1 1 1 1 1 0 6 0 R

N7 Bg 366 0 0 1 1 0 0 1 1 0 4 3 R

N8 Pachchaperumal 1 1 1 1 1 1 1 1 1 9 0 R

N9 Bg 300 1 1 1 1 0 1 1 1 0 7 4 MR

N10 At 362 1 1 1 1 1 1 1 1 0 8 0 R

N11 Bw 351 1 1 1 0 0 0 1 1 0 5 5 MR

N12 Bg 250 1 1 1 1 0 1 1 1 1 8 4 MR

N13 At 402 0 0 0 1 0 0 1 1 0 3 3 R

N14 Bg 251 1 1 1 1 0 0 1 1 0 6 4 MR

N15 Karuthaheenati 0 0 1 1 0 1 1 1 0 5 1 R

N16 At 353 1 1 1 1 1 1 1 1 0 8 1 R

N17 Bg 450 0 0 1 0 1 1 1 1 0 5 0 R

N18 Bw 367 1 1 1 0 1 0 1 1 0 6 1 R

N19 Bg 358 1 1 1 1 0 0 1 1 0 6 1 R

N20 Ld 365 1 1 1 1 0 1 1 1 0 7 1 R

N21 Attakari 0 0 1 0 0 0 1 1 0 3 6 S

N22 Bw 372 0 0 1 0 0 1 1 1 0 4 5 MR

N23 Bg 369 1 1 1 1 0 1 1 1 0 7 0 R

N24 Bg 406 1 1 1 1 0 0 1 1 0 6 5 MR

N25 Co 10 1 1 1 1 0 1 1 1 0 7 4 MR
‘1’ represents presence of amplicon and ‘0’ represents absence of amplicon. DR: disease resistance, R: resistant, MR: moderately 
resistant, S: susceptible. 
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Figure 3: Dendrograms constructed based on the cluster analysis to compare the results of disease screening assay and the presence of resistance 
genes in 25 cultivars grown in the Northern Province. X: Dendrogram produced based on the number of blast resistant genes present 
in 25 cultivars. Y: Dendrogram based on resistance/susceptible levels in the blast disease screening. The similar clustering patterns of 
the cultivars are indicated by the use of the same color boxes. 

Figure 4: Scatter plot drawn for the total number of blast R genes against disease resistance score (DR score) 
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CONCLUSION

The study reveals that choosing the susceptible cultivar 
Attakkari before Maha - 2017 has led to a severe 
incidence of blast. This is further supported by in-vitro 
disease evaluation where the number of R genes present 
in the cultivars was assessed. Therefore, the absence of 
blast disease after the Maha - 2017 may be attributed to 
a change in cultivar selection by the farmers. They are 
now growing cultivars with more blast-resistant genes 
than before Maha-2017. Similarly, the brown spot 
incidence was higher in locations where cultivar Bg 
360 was cultivated. Additionally, when farmers grew 
disease-resistant cultivars of both diseases, the IP of both 
diseases decreased. Furthermore, it was observed that 
the accumulation of blast resistance genes enhances blast 
resistance in the tested cultivars. Therefore the selection 
of cultivars has a significant impact on the occurrence of 
the disease.
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Supplementary data

Detection of blast resistant genes in 25 cultivars grown in study sites.

Figure S1a: Gel image showing the presence of Pi-ta/Pi-ta2 gene using the marker of Pita3-
F/Pita3-R (861 bp). L: 100 bp ladder, Lane 1: Negative control, Lane 2: Bg 94-
1, Lane 3: Bg 360, Lane 4: Bg 352, Lane 5: At 308, Lane 6: Suwandal, Lane 7: 
Moddaikaruppan, Lane 8: Bw 372, Lane 9: Bg 406, Lane 10: Pachchaiperumal, 
Lane 11: Bg 358, Lane 12: Bg 300, Lane 13: Ld 365, Lane 14: Karuthaheenati, Lane 
15: At 362, Lane 16: Bg 366, Lane 17: Bg 251, Lane 18: At 402, Lane 19: Bg 450

Figure S1b: Gel image showing the presence of Pi-ta/Pi-ta2 gene using the marker of Pita3-F/
Pita3-R (861 bp). L: 100 bp ladder Lane 1: Co10, Lane 2: Bg 369, Lane 3: Bw 351, 
Lane 4: Attakkari, Lane 5: Bg 250, Lane 6: Bw 367, Lane 7:  At 353

Figure S2a: Gel image showing the presence of Piz gene using the marker of Z56592 – F/ Z56592 
– R (292 bp). L: 100 bp ladder, Lane 1: Negative control, Lane 2: Bg 360, Lane 3: Bg 
94-1, Lane 4: Bg 352, Lane 5: Suwandal, Lane 6: At 308, Lane 7: Moddaikaruppan, 
Lane 8: At 402, Lane 9: Bg 406, Lane 10: Pachchaiperumal, Lane 11: Bg 358, Lane 
12: Bw 367, Lane 13: Ld 365, Lane 14: Karuthaheenati, Lane 15: At 362, Lane 16: 
Bg 366, Lane 17: Bg 251, Lane 18: Bw 372, Lane 19: Bg 450
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Figure S3a: Gel image showing the presence of Pizt gene using the marker of Z56591 – F/ Z56591 – R 
(257 bp). L: 100 bp  ladder, Lane 1: Negative control, Lane 2: Bg 94-1, Lane 3: Bg 360, 
Lane 4: Bg 352, Lane 5: Bw 367, Lane 6: At 308, Lane 7: Moddaikaruppan, Lane 8: Bg 
366, Lane 9: Bg 450, Lane 10: At 402, Lane 11: Bg 358, Lane 12: Suwandal, Lane 13: Ld 
365, Lane 14: Karuthaheenati, Lane 15: Pachchaiperumal,, Lane 16: At 362, Lane 17: At 
353, Lane 18: Bw 372, Lane 19: Bg 406

Figure S3b: Gel image showing the presence of Pizt gene using the marker of Z56591 – F/ Z56591 
– R (257 bp). L: 100 bp ladder, Lane 1: Co10, Lane 2:  Bg 369, Lane 3: Bw 351, Lane 4: 
Attakkari, Lane 5: Bg 250, Lane 6: Bg 300, Lane 7: Bg 251

Figure S2b: Gel image showing the presence of Piz gene using the marker of Z56592 – F/ Z56592 
– R (292 bp). L: 100 bp ladder, Lane 1: Co10, Lane 2:  Bg 369, Lane 3: Bw 351, Lane 4: 
Attakkari, Lane 5: Bg 250, Lane 6: Bg 300, Lane 7:  At 353
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Figure S4a: Gel image showing the presence of Pikp gene using the marker of K3957 - F / K3957- 
R (148 bp). L: 100 bp  ladder, Lane 1: Negative control, Lane 2: Bg 94-1, Lane 3: 
Bg 360, Lane 4: Bg 352, Lane 5: Bw 367, Lane 6: Co 10, Lane 7: Moddaikaruppan, 
Lane 8: Bg 251, Lane 9: Bg 450, Lane 10: Bg 300 Lane 11: At 308, Lane 12: 
Suwandal, Lane 13: Ld 365, Lane 14: Bg 366, Lane 15: Pachchaiperumal,, Lane 
16: Attakkari, Lane 17: At 353, Lane 18: Bw 372

Figure S4b: Gel image showing the presence of Pikp gene using the 
marker of K3957 - F / K3957- R (148 bp). L: 100 bp 
ladder, Lane 1: Bg 406, Lane 2: Bg 358, Lane 3:  Bg 369, 
Lane 4: Bw 351, Lane 5: At 362, Lane 6: Bg 250, Lane 
7: At 402, Lane 8: Karuthaheenati
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Figure S5: Gel image showing the presence of Pik gene using the marker of RGA4_F3/ Z56591 RGA4_ R3 
(1200 bp). L: 100 bp  ladder, Lane 1: Negative control, Lane 2: Bg 94-1, Lane 3: Bg 360, Lane 4: 
Bg 352, Lane 5: Bw 367, Lane 6: Co 10, Lane 7: Moddaikaruppan, Lane 8: Bg 251, Lane 9: Bg 450, 
Lane 10: Bg 300, Lane 11: At 308, Lane 12: Suwandal, Lane 13: Ld 365, Lane 14: Bg 366, Lane 15: 
Pachchaiperumal,, Lane 16: Attakkari, Lane 17: At 353, Lane 18: Bw 372, Lane 19: Bg 406, Lane 20: 
Bg 358, Lane 21:  Bg 369, Lane 22: Bw 351, Lane 23: At 362, Lane 24: Bg 250, Lane 25: At 402, Lane 
26: Karuthaheenati

Figure S6a: Gel image showing the presence of Pib gene using the marker of Candidate Pi28 - F/ Pi28- R (388 bp). 
L: 100 bp  ladder, Lane 1: Negative control, Lane 2: Bg 94-1, Lane 3: Bg 360, Lane 4: Bg 352, Lane 5: 
Bw 367, Lane 6: At 402, Lane 7: Moddaikaruppan, Lane 8: Bg 251, Lane 9: Bg 450, Lane 10: Bg 300, 
Lane 11: Ld 365, Lane 12: Suwandal, Lane 13: At 308, Lane 14: Bg 366, Lane 15: Pachchaiperumal,, 
Lane 16: Attakkari, Lane 17: At 353, Lane 18: Bw 372, Lane 19: Bg 406, Lane 20: Bg 358, Lane 21:  Bg 
369, Lane 22: Bw 351, Lane 23: At 362, Lane 24: Bg 250, Lane 25: Co 10, Lane 26: Karuthaheenati
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Figure S6b: Gel image showing the presence of Pib gene using the 
marker of Candidate Pi28 - F/ Pi28- R (388 bp). L: 100 
bp ladder, Lane 1: Bg 358, Lane 2:  Bg 369, Lane 3: Bw 
351, Lane 4: At 362, Lane 5: Bg 250, Lane 6: Co 10, 
Lane 7: Karuthaheenati

Figure S7a: Gel image showing the presence of Pikh gene using the marker of Candidate GM - F/ Candidate GM 
- R (1500 bp). L: 100 bp  ladder, Lane 1: Negative control, Lane 2: Bg 94-1, Lane 3: Bg 360, Lane 4: 
Bg 352, Lane 5: Bw 367, Lane 6: At 402, Lane 7: Moddaikaruppan, Lane 8: Bg 251, Lane 9: Bg 450, 
Lane 10: Bg 300, Lane 11: Ld 365, Lane 12: Suwandal, Lane 13: At 308, Lane 14: Bg 366, Lane 15: 
Pachchaiperumal, Lane 16: Attakkari, Lane 17: At 353, Lane 18: Bw 372, Lane 19: Bg 406
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Figure S7b: Gel image showing the presence of Pikh gene using the 
marker of Candidate GM - F/ Candidate GM - R (1500 
bp). L: 100 bp ladder, Lane 1: Bg 358, Lane 2:  Bg 369, 
Lane 3: Bw 351, Lane 4: At 362, Lane 5: Bg 250, Lane 
6: Co 10, Lane 7: Karuthaheenati

Figure S8: Gel image showing the presence of Pi9 gene using the marker of Candidate 195R-1 F/ 195R-1 R (2000 bp). L: 
100 bp  ladder, Lane 1: Negative control, Lane 2: Bg 94-1, Lane 3: Bg 360, Lane 4: Bg 352, Lane 5: Bw 367, 
Lane 6: At 402, Lane 7: Moddaikaruppan, Lane 8: Bg 251, Lane 9: Bg 450, Lane 10: Bg 300, Lane 11: Ld 365, 
Lane 12: Suwandal, Lane 13: At 308, Lane 14: Bg 366, Lane 15: Pachchaiperumal, Lane 16: Attakkari, Lane 
17: At 353, Lane 18: Bw 372, Lane 19: Bg 406, Lane 20: Bg 358, Lane 21:  Bg 369, Lane 22: Bw 351, Lane 23: 
At 362, Lane 24: Bg 250, Lane 25: Co 10, Lane 26: Karuthaheenati
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Abstract: Contamination of engine oil with water can accelerate 
oil oxidation and decomposition, resulting in oil degradation. 
Therefore, the detection and prediction of water content in 
engine oil is crucial to ensure the long-term safe operation of 
engines. In this study, near-infrared spectroscopy was used 
to analyse engine oils with varying water contents. Spectral 
data were obtained, and various methods, including Savitzky-
Golay (SG) smoothing, orthogonal signal correction (OSC), 
and successive projection algorithm (SPA) were employed to 
compare the performance differences of principal component 
regression models. An Improved Sparrow Searches Algorithm 
(ISSA) was then applied to optimise the Back-Propagation 
Neural Network (BPNN) for predicting water content in SAE 
10W-30 engine oil. The results showed that the performance 
of the principal component regression model constructed from 
spectral data after SG smoothing, OSC, and the SPA feature 
wavelength selection had improved. The BPNN optimised 
by the improved Sparrow Search Algorithm accelerated the 
convergence speed of the model and effectively improved the 
prediction accuracy of the BPNN. The obtained coefficient of 
determination (R2) was 0.99103, the root mean square error 
(RMSE) was 2. 2136×10-4, and the mean absolute error (MAE) 
was 1. 8889×10-4. These results provide an effective method for 
detecting and predicting the water content in engine oil.

Keywords: Engine oil, near-infrared spectroscopy, neural 
network, sparrow search algorithm, water content.

INTRODUCTION

During the long-term operation of an engine, water 
contamination is inevitable due to factors such as 

environmental moisture, seal failure, and thermal 
decomposition products. Some moisture enters the 
engine through components such as piston rings and 
cylinder walls, and then travels into the crankcase where 
it mixes with the engine oil (Khamidullaevnaz 2022). 
Water is present in engine oil in three different states: 
free, emulsified, and dissolved (Abdel-Aziz et al., 
2016; Hensel et al., 2017). These water contaminants 
alter the physico-chemical properties of the engine oil, 
accelerating the depletion of engine additives. This leads 
to oil degradation, and the formation of corrosive acids 
and water (Alimova et al., 2021; Zhou & Yang, 2021). 
This exacerbates oil deterioration, resulting in reduced 
lubricity, corrosion of engine components, and accelerated 
formation of sludge and carbon deposits. These problems 
have a significant impact on the safe and stable operation 
of the engine. Therefore, the ability to detect and predict 
water content in engine oil is of paramount importance.

 Extensive research has been conducted both 
nationally and internationally on detecting water content 
in engine oil, leading to the development of various 
methods for this purpose. Currently, the most commonly 
used method for detecting water content in oil is the Karl 
Fischer titration method (Zhen et al., 2020). However, 
the presence of additives in engine oil can lead to falsely 
elevated water content results, when using this method. 
The dielectric constant method is also prone to errors due 
to insufficient mixing of the environment and samples, 
leading to inaccuracies in the test results (Chen & Liu, 
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2020). Gas chromatography, offers high precision and 
speed, but it requires expensive instrumentation, involves 
complex procedures, and requires extensive sample pre-
processing. These factors contribute to increased test 
time (Xie et al., 2018).

 Near-infrared (NIR) spectroscopy refers to a specific 
region of the electromagnetic spectrum with wavelengths 
typically ranging between 780 and 2500 nm. Within 
this range, the vibrational modes of various chemical 
bonds and molecules produce distinct absorption 
features. One of the most prominent is the O-H bond 
vibrations in water molecules, which have a significant 
impact on the absorption spectrum in the near-infrared 
region. Although the spectral signals from O-H bonds 
can overlap with signals from other functional groups, 
the use of chemometric signal processing techniques 
allows for the signals to be separated and resolved. This 
approach provides accurate water content results and can 
effectively replace traditional methods of determining 
water content. 

 Spectroscopic analysis has been widely used in the 
detection of water content in oils. Fardin-Kia et al. (2019) 
found significant differences in oils with varying water 
contents in the near infrared region at 5260 cm-1. Based 
on this discovery, they proposed a quick, univariate 
Fourier transform near infrared (FT-NIR) method for 
detecting water content in oils. 

 Liu et al. (2020) developed a portable system for 
detecting water content in lubricating oil based on visible 
near infrared (VIS-NIR) reflectance. This system utilized 
reflectance spectroscopy data input into a neural network 
model for prediction, achieving a prediction coefficient 
of determination (R2) of 0.98. In a related study Liu 
et al. (2023) analysed the characteristic peaks in the NIR 
spectra of engine oil and identified strong absorption 
peaks at 931 nm, 1195-1212 nm, and 1391-1430 nm. 
After applying orthogonal signal correction (OSC) to 
the spectroscopic data, they established a partial least 
squares regression (PLSR) model. This model enabled 
accurate prediction of the water content in the oil.

 Due to the large number of spectral wavenumbers 
obtained through spectroscopic analysis, which contain 
a significant amount of redundant data, building models 
directly with the original spectra can lead to problems 
such as reduced model generalisation ability and low 
prediction efficiency. Therefore, it is necessary to perform 
feature selection on the acquired spectral data. For 
example, Liu et al. (2023) conducted feature wavelength 
selection based on the regression coefficient matrix of 

the partial least squares regression (PLSR) model. They 
utilized the selected wavelengths to rebuild the PLSR 
model leading to a significant enhancement of the 
prediction accuracy of the model. In their study, Zhang 
et al. (2021) applied swarm intelligence algorithms, such 
as slime mould algorithm and bat algorithm, to select 
feature wavelengths in near-infrared spectroscopic data 
of water-containing soil. This approach significantly 
enhanced the predictive performance of the model. 
Currently, most researchers utilize PLSR to establish 
predictive models. This is a linear regression model 
that effectively deals with multicollinearity problems. 
However, its capability to fit nonlinear relationships is 
relatively weak (Chiappini et al., 2020). 

 In comparison, nonlinear regression models such 
as support vector regression (SVR), Gaussian Process 
Regression (GPR), and back-propagation neural network 
(BPNN) have robust nonlinear fitting capabilities and 
can fit complex nonlinear relationships. For instance, Liu 
et al. (2021) combined SVR with PLS to achieve precise 
prediction of water content in crude oil. Additionally, 
Zhao et al (2010) used GPR to develop a prediction model 
for water content in lubricating oil based on NIR data 
giving superior results compared to the SVR model.

 At present, SVR is facing challenges in selecting 
the appropriate kernel function for nonlinear problems. 
Additionally SVM are quite sensitive to noise in the data, 
which can lead to unstable model performance. On the 
other hand, GPR has high computational costs, with long 
training times, and its predictive performance decreases 
in high-dimensional spaces, making it unsuitable for 
spectral data modelling. 

 BPNN, however, is less affected by noise compared 
to SVM, has better capabilities in handling high-
dimensional data than GPR, and its strong nonlinear 
fitting ability makes it excel in handling complex data. 
Specifically, BPNN can effectively learn and model 
complex nonlinear relationships through its multi-layer 
structure and nonlinear activation functions. Additionally, 
BPNN has adaptive learning capabilities, allowing it to 
automatically adjust network parameters using training 
data, thereby improving model prediction accuracy. 
However, the initial weights and biases of BPNN consist 
of pseudo-random numbers, which significantly affect 
the network’s convergence speed and outcomes. Many 
researchers use optimisation algorithms such as genetic 
algorithms and particle swarm optimisation algorithms 
to optimise BPNN. For example, Wang et al. (2023) 
applied a genetic algorithm to optimise BPNN, achieving 
rapid detection of tea moisture content. Peng et al. (2023) 
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designed a BPNN with a double hidden layer optimised 
by a particle swarm algorithm. They developed a model 
that correlated multispectral data with crop moisture 
content, ultimately achieving accurate predictions of 
crop moisture content.

 Currently, the presence of test noise and baseline drift 
during spectral acquisition adversely affects the accuracy 
of water content detection. Existing studies primarily use 
linear regression models, which are relatively ineffective 
in handling nonlinear relationships. Therefore, this study 
proposes a nonlinear modelling method that integrates 
various preprocessing techniques and optimisation 
algorithms to enhance the accuracy of water content 
detection in engine oil. Specifically, we will use Savitzky-
Golay (S-G) convolution smoothing and orthogonal 
signal correction (OSC) to eliminate noise and apply 
the successive projection algorithm (SPA) for selecting 
wavelength of spectral features. Next, we will optimise 
the back-propagation neural network (BPNN) using the 
improved sparrow search algorithm (ISSA) to enhance 
the model’s nonlinear fitting capability. Finally, we will 
evaluate the model’s performance using R², root mean 
square error (RMSE), and mean absolute error (MAE) 
as metrics, and conduct a comparative analysis. This 
research aims to provide technical support for the long-
term stability and safe operation of engines.

MATERIAL AND METHODS

Preparation of oil samples

SAE 10W-30 engine oil was chosen as the subject of the 
experiment. First, 10 ml of the original oil sample, free of 
water content, was placed in glass test tubes. Next, 10 μl 
of oil was removed using a pipette, and 10 μl of distilled 
water was added to create oil samples with a water 
content of 0.1%. By adjusting the volumes of oil removed 
and distilled water added, a total of 32 oil samples with 
varying water contents ranging from 0% to 0.9% were 
prepared. After preparation, the test tubes were placed in 
an ultrasonicator for 10 min to ensure thorough mixing 
of the oil and water. The Karl Fischer moisture meter was 
then used to accurately measure the water content of the 
oil samples, providing the final water content values of 
the oil samples. After the measurements, the test tubes 
were sealed and placed in a light-free environment to 
prevent photodegradation. The final water content values 
for the 32 oil samples are shown in Table 1.

Experimental apparatus and spectroscopic testing 
method

The experiment used the ocean optics NIR_Quest near 
infrared spectrometer, model number 512-1.9. This 
spectrometer employs the Beer-Lambert’s law to obtain 
spectral information from oil samples. The wavelength of 
the spectrometer ranged from 900 nm to 1700 nm, with an 
optical resolution of 3.1 nm, a wavelength repeatability 
of 0.1 nm, an InGaAs detector, and a 50W quartz halogen 
lamp as the light source.

 The spectrometer was connected to the computer 
through a USB interface, and spectral data were 
collected using the OCEANVIEW software. Reflectance 
fiber optic probes were used to acquire spectra of oil 
samples within the 900-1700 nm range. A total of 512 
spectral bands were collected, with 20 scans per sample. 
Each oil sample underwent three replicate experiments, 
and the final result was determined by averaging the 
values.

Sample 
number

Water content
Sample 
number

Water content

1 0 17 0.0045

2 0.0010 18 0.0047

3 0.0015 19 0.0048

4 0.0017 20 0.0049

5 0.0020 21 0.0050

6 0.0025 22 0.0052

7 0.0026 23 0.0057

8 0.0027 24 0.0060

9 0.0030 25 0.0063

10 0.0032 26 0.0067

11 0.0035 27 0.0070

12 0.0037 28 0.0072

13 0.0038 29 0.0073

14 0.0039 30 0.0078

15 0.0040 31 0.0080

16 0.0041 32 0.0090

Table 1: Water content of oil Samples
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Successive projections algorithm

The SPA is a commonly used feature selection method 
that has the advantage of not relying on data distribution 
assumptions and performs well in feature selection in 
high-dimensional data. It selects the most informative 
features by calculating the projection vector sizes between 
feature bands, eliminating collinearity among variables, 
and improving modelling accuracy while reducing model 
complexity (Jia et al., 2023; Liu et al., 2023). 

 In each iteration, SPA selects the feature with the 
maximum projection with the remaining unselected 
features, gradually constructing a subset of features, 
reducing collinearity among wavelengths, and improving 
the accuracy and efficiency of problem modelling.

Sparrow search algorithm and its improved 
algorithm

Sparrow search algorithm

The Sparrow Search Algorithm (SSA) is a heuristic 
optimisation algorithm inspired by the collective behaviour 
of sparrow populations in the natural world, utilized to 
solve various optimisation problems (Gharehchopogh et 
al., 2023; Xue & Shen, 2020). The algorithm is inspired 
by the foraging behaviour of sparrow populations, where 
sparrows find food and avoid danger by cooperating 
and sharing information.  In the algorithm, sparrows 
are divided into three groups: explorers, followers, and 
sentinels. Explorers, similar to the mutation operation 
in genetic algorithms, are responsible for exploring 
unknown regions in the solution space. Followers move 
towards the optimal solution based on the explorers’ 
results, accelerating the global search process. Sentinels 
are randomly selected from the entire population and 
act as early warnings of danger; the entire population 
responds with anti-predatory behaviour when danger is 
detected. 

Improved sparrow search algorithm

Due to problems such as uneven initial population 
distribution and low diversity in the later iterations, 
improvements are necessary for the SSA. The 
improvement strategies are as follows:
(1) Initialization of population using tent chaotic and 

inverse mapping
 To ensure a uniformly distributed initial population, 

the Tent chaotic mapping (Li et al., 2020) was used 
to generate N initial populations. This was followed 
by an inverse mapping process to generate N inverse 

populations. The best N of these is then retained as 
the initial population.

(2) Fusion of reverse learning and Cauchy mutation 
strategy

 To expedite the convergence speed and assist the 
algorithm to find the optimal solution more quickly, 
reverse learning and Cauchy mutation have been 
integrated into the SSA algorithm (Ali & Pant, 2011; 
Xu et al., 2023). The strategy to be used is selected 
based on the probability (rp), as shown in Equation 
(1).

 
 

(01)

(3) Greedy Rule
 Finally, a greedy rule is introduced, where after 

updating the position of the optimal solution, its 
fitness is compared with the fitness of the old position 
to determine if the position should be updated.

ISSA-BP Neural Network

Combining the improved sparrow search algorithm 
(ISSA) with the BPNN results in the ISSA-optimised 
BPNN. The specific procedure is outlined as follows:
(1) Initialize the BPNN by determining the number of 

nodes in the input and output layers, and the number 
of hidden layers and nodes.

(2) Set the parameters for the ISSA and the BPNN. 
Use Tent chaotic mapping and inverse mapping 
to generate the initial population, where the D-
dimensional position vector of each individual 
represents the initial weights and biases of the 
BPNN.

(3) Calculate individual fitness values and rank them.
(4) Select high-fitness individuals as explorers, the 

remaining individuals as followers, and update their 
positions. Randomly select some individuals from 
the whole population as sentinels and update their 
positions.

(5) Calculate the population fitness and rank them.
(6) Based on the selection probability (rp), update the 

position of the optimal solution using the selected 
strategy. Calculate its fitness, and then decide 
whether to update the position according to the 
greedy rule.

(7) Check if the termination condition is satisfied. If it 
is, output the results and exit the program. If not, 
repeat steps (3) through (6).

The flow chart is shown in Figure 1.
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Modelling with SPA-ISSA-BPNN

Preprocessing of spectral data

During the near-infrared inspection process, factors 
such as light leakage, fluctuations in light intensity, and 
sample contamination can cause interference, resulting 
in anomalies in the spectral data. These anomalies can 
significantly affect the predictive performance of the 
established ISSA-BPNN model. Therefore, it is necessary 
to remove outliers from the spectral data prior to 
modelling. First, principal component analysis (PCA) is 
applied to the spectral data. The score plot of the first two 
principal components is shown in Figure 2. Subsequently, 

Hotelling’s T2 statistic ellipse with a confidence level of 
95% is used to detect outliers. Sample number 32, with 
a moisture content of 0.9%, was found to be outside the 
ellipse, indicating that it is an outlier that needs to be 
removed.

 Comparison of SVR model performance with and 
without removing outliers from spectral data. The 
performance metrics of the support vector regression 
(SVR) models constructed using spectral data before 
and after removing outliers are compared in Table 2. 
The validation performance of the model is significantly 
improved after outlier removal.

Figure 1: ISSA-BPNN Flowchart
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Figure 3 shows the raw spectra of oil samples with various 
moisture contents after removing outliers. It is evident 
that the spectra of the oil samples with varying moisture 

Model R2
C RMSE

C R2
V RMSE

V

Before remove outliers 0.9468 5.081×10-4 0.9283 5.974×10-4

After remove outliers 0.9454 4.958×10-4 0.9380 5.314×10-4

Table 2: Comparison of SVR Model performance metrics using spectral data 
before and after outlier removal

Figure 3: Raw spectra after outlier removal

contents follow a similar trend to that of the moisture-free 
oil, with variations only in the intensity values. However, 
characteristic peaks are not visible in the original spectra, 

Figure 2: Score plot of PCA analysis



Water content prediction in oil: SPA-ISSA-BP 365

Journal of the National Science Foundation of Sri Lanka 52(3) September 2024

and the spectra contain considerable noise making it 
difficult to build the ISSA-BPNN model. To address this 
issue, the original spectra were subjected to polynomial 
smoothing using a S-G convolution with a polynomial 

order of 2 and a window width of 7. Subsequently, OSC 
was applied for further spectral processing. The processed 
spectral data are shown in Figure 4.

Figure 4: Spectral data after S-G filtering and OSC processing

Due to the high volume of raw spectral data from the 
oil samples, which included many irrelevant spectral 
regions, the time for model building was prolonged, and 
the accuracy of predictions was compromised. Therefore, 
it was necessary to perform feature wavelength selection 
on the spectra. In this study, Spectral Projection Analysis 
(SPA) was utilized for selecting the spectral feature 
wavelengths. The wavelength extraction range was set 
from 25 to 50. The wavelengths selected by SPA were 
used to construct multiple linear regression (MLR) 
models. The RMSE values of the test sets for different 

numbers of selected feature wavelengths are shown in 
Figure 5. It can be observed that the RMSE value of the 
test set decreases to a minimum when the number of 
selected wavelengths is 31 and remains stable thereafter. 
The specific selected wavelengths are listed in Table 3. 
The wavelengths selected by SPA are mostly clustered 
around 950 nm, 1220 nm, 1420 nm, 1500-1600 nm, and 
1700 nm. Among them, 950 nm corresponds to the second 
harmonic absorption band of the O-H bond stretching 
vibration, 1220 nm corresponds to the combined 
frequency absorption band of O-H in water, and 1420 nm 

Figure 5: RMSE variation curve with different numbers of feature wavelengths
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corresponds to the first harmonic absorption band of 
O-H stretching vibration. The range of 1500-1600 nm 
may correspond to the vibration absorption peak of 

C-H. Finally, 1700 nm corresponds to the first harmonic 
absorption band of O-H groups in water.

Algorithm
Number of selected 

wavelengths
Wavelength

SPA 31

        898.715 913.277 927.836 950.476 

953.709   961.792 971.489 973.105 976.337 

986.031   987.646 1000.567 1002.182 1224.119 

1359.553 1381.738 1411.786 1441.76 1455.931 

1518.695 1524.951 1534.327 1562.403 1579.52 

1591.949 1655.376 1670.775 1689.214 1690.749 

1695.351   1707.611

Table 3: Wavelengths selected by SPA algorithm

Preprocessing method R2
C RMSE

C R2
V RMSE

V

Original 0.9371 5.128×10-4 0.9368 6.843×10-4

SG (7,2) + OSC 0.9855 2.270×10-4 0.9818 2.435×10-4

SPA+SG (7,2) + OSC 0.9868 2.234×10-4 0.9880 2.441×10-4

Table 4: PCR results of spectral data before and after preprocessing

Principal component regression (PCR) models were 
constructed using the data after removing outliers. Data 
processed by S-G convolution smoothing and OSC, and 
data processed by S-G convolution smoothing and OSC 
after SPA feature selection, are shown in Table 4. It can be 
observed that the models constructed using preprocessed 
spectral data have better parameters compared to the 
models constructed using original spectral data. Both 

R2C and R2V have improved by approximately 0.06, and 
RMSEC and RMSEV have decreased by approximately 
50%. Moreover, the data after SPA feature selection 
shows a slight improvement in performance compared to 
the full spectrum processed with SG smoothing and OSC. 
This indicates that the feature wavelength selection has 
eliminated a significant amount of irrelevant information, 
further enhancing the performance of the model.

Neural network modelling

To establish a model capable of predicting water content 
in oil and to assess its accuracy, the remaining 31 samples, 
after preprocessing, were randomly divided into a training 
set and a test set. The training set contained 24 samples, 

while the test set contained 7 samples. The models were 
constructed using the selected SPA spectra dataset from 
the training set and the corresponding input standard 
BPNN and incremental sparse spectrum analysis with 
ISSA-BPNN. The parameters for the BPNN and ISSA 
algorithms are shown in Table 5.
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Figure 6: Fitness evolution curve during iterations

RESULTS AND DISCUSSION

The fitness evolution curve during the neural network 
iterations is shown in Figure 6. It can be observed 
that the fitness value reaches its minimum after 17 

iterations, ranging between 0.010 and 0.011. This result 
demonstrates the strong global optimisation capability 
of the SSA algorithm, which effectively enhances the 
prediction accuracy of the BPNN.

Algorithm Parameter name Parameter value

BPNN 

Training function trainbr

Maximum epochs 400

Goal 1×10-4

Ratio of training set and validation set 4:1

ISSA

Pop size 30

Maximum iterations 80

Explore ratio 0.4

Follower ratio 0.6

Sentinel ratio 0.4

Upper bound 5

Lower bound -5

Warning value 0.8

Fitness function MAE

Table 5: Parameters of BPNN and ISSA algorithm

To visually demonstrate the significant improvement 
brought about by the ISSA-optimised BPNN, predictions 
were made on the test set using SPA-ISSA-BPNN, 
SPA-BPNN, and PCR models with identical training 
parameters. The results were then compared with the 

actual values, as shown in Figure 7. It is evident from 
the comparison that the predictive performance of the 
model constructed by SPA-ISSA-BPNN is significantly 
superior to those constructed by BPNN and PCR.
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The residual comparison between the predicted values 
from the SPA-ISSA-BPNN, SPA-BPNN, and SPA-PCR 
models on the test set and the actual values is shown in 
Figure 8. It is evident that the residuals of the predicted 

values from the SPA-ISSA-BPNN model are significantly 
lower than those of the SPA-BPNN and SPA-PCR model 
predictions when compared to the actual values.

Model R2 RMSE MAE

SPA-ISSA-BP 0.9910 2.2136×10-4 1.8889×10-4

SPA-BP 0.9479 5.3335×10-4 3.5635×10-4

SPA-PCR 0.9619 4.5656×10-4 3.4009×10-4

Table 6: Comparison of model performance metrics performance metrics for the SPA-ISSA-BPNN, SPA-
BPNN, and SPA-PCR models is presented in Table 6. It 
can be observed that the SPA-ISSA-BP model reduced 
the RMSE and MAE by 2.272×10-5 and 1.6746×10-4, 
respectively, compared to the SPA-BP model, with 
an increase in R² of 0.0431. The SPA-ISSA-BP model 
decreased the RMSE and MAE by 2.3520×10-5 and 
1.5120×10-4, respectively, compared to the SPA-PCR 
model, with an increase in R² by 0.0291. In conclusion, 
the initial weights and biases of the BPNN are random, 
which often causes the network to get stuck in local 
minima during training, resulting in high residual errors 
and low prediction accuracy. However, the ISSA-

Using the coefficient of determination (R²), root mean 
square error (RMSE), and mean absolute error (MAE) 
as evaluation metrics, the comparison of the prediction 

Sample number

Figure 7: Comparison between Predicted Values and Actual Values

Real data
BPNN model
ISSA-BP model
PCR model

Figure 8: Comparison of residuals and mean absolute errors of predicted values

Sample number

BPNN model error
BPNN model MAE
ISSA-BPNN model error
ISSA-BPNN model MAE
PCR model error
PCR model MAE
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optimised BPNN can effectively explore the solution 
space, and avoid getting stuck in local minima, and thus 
increasing the likelihood of the network converging to the 
global optimum. PCR, being a linear regression model, 
may not fully capture the nonlinear relationship between 
the spectral data and the component to be measured. 
Therefore, the residual errors of the ISSA-optimised 
BPNN model are smaller than those of the non-optimised 
BPNN model and the PCR model, indicating the higher 
prediction accuracy. This meets the practical accuracy 
requirements for the detection of water content in engine 
oil.

CONCLUSION

In this study, near-infrared spectroscopy was used for the 
quantitative analysis of 31 samples with water contents 
ranging from 0% to 0.9%. The acquired spectral data 
were subjected to outlier removal, followed by S-G 
convolution and OSC processing. Subsequently, the SPA 
algorithm was used to select the feature wavelengths. 
The processed data were divided into training and test 
sets. A SPA-ISSA-BPNN model based on the selected 
feature wavelengths was established using the training 
set, and its predictive performance was compared with 
that of a regular BPNN model. The results showed that 
the performance metrics of the PCR models constructed 
using spectral data processed with SG, OSC, and SG, 
OSC, SPA were superior to those of the PCR model 
constructed using raw spectral data. Among these, the 
model built using spectral data processed with SG, OSC, 
and SPA showed better predictive performance than the 
model built using data processed with SG, OSC, thus 
reducing the complexity of the model. SPA-BP and SPA-
ISSA-BPNN network models were developed using data 
processed with SG, OSC, and SPA. The performance 
metrics of the SPA-ISSA-BP model were superior, with 
an R² of 0.99103, RMSE of 2.2136×10-4, and MAE of 
1.8889×10-4.

 In conclusion, the developed SPA-ISSA-BP engine 
oil water content prediction model utilizes SPA for 
feature wavelength selection, reducing the number of 
wavelengths required for modelling and simplifying 
model complexity. Additionally, the ISSA algorithm 
optimises the weights and biases of the BPNN network, 
further improving the model’s accuracy and robustness. 
The constructed SPA-ISSA-BP engine oil water content 
prediction model ultimately achieves rapid detection of 
the water content in SAE 10W-30 engine oil. Although 
this study specifically focuses on SAE 10W-30 engine 
oil, the proposed method has broad applicability and 
potential. It provides a reference for monitoring the water 

content in other types of engine oil, which is crucial for 
ensuring the long-term stability and safe operation of 
engines.
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Abstract: Basella alba is a commonly consumed green leafy 
vegetable in South Asian countries and it is considered as an 
economical source of essential vitamins and dietary fibers. 
Urea, muriate of potash (MOP) and triple super phosphate 
(TSP) mixture is the most commonly used inexpensive fertilizer 
mixture in the commercial cultivation of B. alba.  This study 
was conducted to assess the effect of using a mixture of Urea-
MOP-TSP on the bioaccumulation potential of cadmium (Cd) 
and chromium (Cr) by the leaves of B. alba. Pots treated with 
the Urea-MOP-TSP mixture and compost were maintained in a 
greenhouse with controlled light and temperature settings. The 
concentrations of Cd and Cr in the root zone soil, roots and 
leaves of B. alba were analyzed using an Atomic Absorption 
Spectrophotometer after acid digestion. The health risk of 
consuming B. alba was evaluated using the daily intake of 
metals, health risk index and cancer risk index. The results 
showed that Cd and Cr can bioaccumulate in the leaves of B. alba. 
The bioaccumulation potential of Cr was higher than that of 
Cd. Although the daily intake of Cd and Cr from B. alba were 
below the maximum values stipulated by the WHO, the cancer 
risk index indicated potential cancer risks based on Cd intake 
due to consumption of B. alba cultivated using the Urea-MOP-
TSP mixture. Furthermore,  the health risks associated with the 
hyper-accumulation of Cd and Cr in the edible parts of B.alba 
cultivated using compost were significantly less compared to 
that of the plants treated with the Urea-MOP-TSP mixture. 
Therefore, if B. alba is cultivated using chemical fertilizer, it 
is recommended to regularly monitor the concentrations of Cd 
and Cr  in the cultivation soil, chemical fertilizer and in the 
edible parts of B. alba to prevent the excessive buildup of Cd 
and Cr along the food chain. In addition, it is recommended 
to identify the potential microbial assemblages that can be 
inoculated to the cultivation soil to reduce the bioavailability 
of Cd and Cr. 

Keywords: Bioconcentration, cadmium, cancer, chromium, 
daily intake of metals, hyperaccumulation.  

INTRODUCTION

Green leafy vegetables are nutritional foods that contain 
high concentrations of dietary fibers, vitamins and 
minerals. The phyto-chemicals found in the edible parts 
of green leafy vegetables have antioxidative and anti-
inflammatory properties that provide health benefits 
to consumers (Brouwer-Brolsma et al. 2020). The 
nutritional and health benefits of green leafy vegetables 
have led to an increase in the consumer demand resulting 
in their cultivation on a commercial basis. Commercial 
cultivations mainly focus on increasing yield  by applying 
chemical fertilizers in the cultivation plots (Upekshani 
et al. 2018). 

 Essential plant nutrients are added to the soil in 
commercial cultivations by applying chemical fertilizer 
mixtures, which contain nitrate, phosphate, and 
potassium. However, the fertilizer formulations contain 
organic and inorganic contaminants such as heavy metals, 
which have the potential to cause adverse impacts in the 
receiving environment (AlKhader 2015). Compared to 
organic fertilizers and soil modifiers, inorganic fertilizers 
breakdown easily when added to the soil. However, 
the quick breakdown of inorganic fertilizers can lead 
to contamination of the soil in agricultural fields. The 
main nitrogenous and phosphatic fertilizers can modify 
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the physical soil properties such as bulk density, hydraulic 
conductivity and can also alter the soil structure (Rashmi 
et al. 2020, Alengebawy et al., 2021)

 The  root system of green leafy vegetables can absorb 
heavy metals, which can then accumulate in the edible 
and non-edible parts of the plant. This uptake of heavy 
metals can lead to a decrease in the nutritional quality 
of the vegetables and disrupt metabolic functions. As a 
result, essential nutrients may not be absorbed properly, 
chlorophyll synthesis may be inhibited, and enzymatic 
responses to oxidative stress can be induced (Edelstein 
et al., 2018, Chaturvedi et al. 2019, Pavlíková et al., 
2023). Consumers may experience significant health 
impairments from consuming green leafy vegetables 
with accumulated metals, leading to chronic and acute 
toxic responses with prolonged consumption (Amin 
et al. 2013; Shakya &  Khwaounjoo 2013; Wijeyaratne 
& Kumari 2021). 

 Basella alba, also known as Malabar spinach, is a very 
popular green leafy vegetable in South Asian countries 
due to their high fiber and mineral content (Deshmukh 
& Gaikwad, 2014). B. alba is a creeping vine commonly 
grown as a pot herb in home gardens in India, Sri Lanka 
and Indonesia. It can be easily cultivated in a variety 
of soils and is adaptable to extreme climatic conditions 
(Gayathree et al. 2020). However, several studies have 
shown that B. alba has the capacity to accumulate high 
concentrations of cadmium (Cd) and chromium (Cr)  
compared to other commonly consumed green leafy 
vegetables available in the market.

 Furthermore, it has been noted that there are 
significantly high hazard quotients and health risk index 
values for Cd and Cr in comparison to As, Ni, Pb, Cu 
and Zn (Kananke et al. 2014; Sultana et al. 2019).  
However, these studies were conducted using samples 
from local markets in South Asian cities. Therefore there 
is no information available on the cultivation methods 
or irrigation water used for cultivation. Some studies  
conducted on B. alba cultivations were irrigated using 
textile wastewater, which recorded high concentrations 
of  Cd and Cr in the edible parts of the plant and have 
been identified as potential health risks associated with 
long-term consumption (Alam et al. 2003; Shammi et al. 
2016). These studies indicate a high risk associated with 
the accumulation of Cd and Cr in B. alba. 

 The consumer demand for B alba in South Asian 
countries has increased in the past decade as it is a good 
source of nutrients at an affordable cost. Commercial 
cultivations of B. alba commonly use a fertilizer mixture 
of urea, muriate of potash (MOP) and triple super 

phosphate (TSP). This fertilizer mixture provides the 
essential nutrients required for the growth of the plant 
and is very effective in producing a greener and higher 
quality B. alba desired by consumers to the market 
(Rosliza et al.  2009). However, the application of Urea, 
MOP and TSP can affect the mobility of Cd and Cr in 
the soil solution and can increase the uptake of these 
heavy metals by plants (Bandara et al. 2008; Jayasumana 
et al. 2015). Therefore, the present study focused on 
assessing the concentrations of Cd and Cr in the edible 
parts of B. alba cultivated using the above fertilizer 
mixture. Furthermore, the health risks associated with 
the consumption of leaves of B. alba cultivated using a 
mixture of Urea, MOP and TSP was also assessed. This 
was done in terms of the bioconcentration factor (BCF), 
soil to root translocation factor (TF (soil − root)), root to 
leaf translocation factors (TF (root − leaf)), target hazard 
quotient (THQ), hazard index (HI) and cancer risk index 
(CI) for Cd and Cr.

MATERIALS AND METHODS

Soil samples were collected at a depth of 0-25 cm from 
the Landscape Management Unit of the University 
of Kelaniya, Sri Lanka. The study was conducted in a 
greenhouse at the University of Kelaniya, Sri Lanka. 

Preparation of the experimental units

Air dried soil samples were sieved through a 4 mm sieve, 
and used in the seed germination trays (44 x 214 x 52 
mm) and in the experimental pots (pot volume: 2 L; pot 
height: 13 cm; pot diameter - top: 17 cm: pot diameter 
- bottom: 13 cm). B. alba seeds were purchased from 
the local market and germinated in the seed germination 
trays. After two weeks, healthy seedlings (6 seedlings per 
pot) were transplanted into individual prewashed plastic 
pots which contained 2.5 kg of sieved, air-dried soil. 

 Two sets of experiments namely Set 1: (chemical 
fertilizer urea, MOP and TSP mixture applied pots), 
and Set 2: (organic fertilizer with compost applied pots) 
were arranged in a randomized block design. Each set 
consisted of twenty replicate pots. The plants were 
watered regularly with well water and grown under 
natural light conditions. 

Physical and chemical properties of soil, compost and 
water

The physical and chemical properties of the soil samples, 
compost samples and water used for watering the plants 
were assessed using standard laboratory methods. The pH, 
and conductivity were measured using a calibrated digital 
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multiparameter water quality meter (YSI Environmental 
Model-556 MPS). The moisture content of the soil and 
compost samples was determined by the gravimetric 
method.   The total organic matter content (TOM) and 
the CaCO3 content were determined by the mass loss 
on ignition method (550 °C, until a constant weight is 
attained) using a muffle furnace. The bulk density of 
the soil was determined using the core method and the 
bulk density of compost was determined by the method 
described by Ahn et al., (2004). A 10  liter graduated 
cylinder was filled with compost and slightly compacted 
to eliminate large void spaces. The bulk density was 
then calculated by dividing the weight of the compost by 
the volume of compost in the graduated cylinder (Ahn 
et al. 2004).  The percentage of gravel, clay, silt and 
sand content in the soil was determined using the pipette 
method as described by Bowman and Hutka ( 2002). 

 The soil and compost samples were acid-digested 
and the water samples acidified by adding concentrated 
HNO3 until the pH reached 6.0-6.5. The concentrations 
of Cd and Cr in the acid digested samples were analyzed 
using an atomic absorption spectrophotometer (Analytic 
Jena Model novAA 400p).

Application of fertilizer

Two weeks after transplanting, 25 g of a mixture 
containing urea, muriate of potash (MOP), and triple 
super phosphate (TSP) in a ratio of 2:1:1 was added to 
each experimental pot in Set 1, and 25 g of a commercial 
compost mixture was added to each experimental pot in 
Set 2 as recommended by the Department of Agriculture, 
Sri Lanka (2007). 

Sampling of plants and soil 

Sampling was conducted on three occasions at 4 wks, 8 
wks and 12 wks (at the end of culture cycle) after fertilizer 
application. At each sampling event, two B. alba plants 
with their root zone soil were sampled from each pot.  
The roots and leaves of the plant samples were separated, 
thoroughly washed with distilled water and air-dried. 
The air-dried root and leaf samples were then oven-dried 
at 105 0C until they reached a constant weight. The dried 
samples were then ground into a powder by using a clean 
electric grinder. The powdered samples were sieved 
through a 0.4 mm sieve and  kept in a desiccator until 
they were acid digested. 

 The air-dried root-zone soil samples were oven-dried 
at 105 0C until they reached a constant weight. These 
samples were ground into fine particles using a pre-acid 

washed commercial mortar and pestle. The ground soil 
was sieved through a 2 mm sieve and samples were stored 
in a desiccator until they were ready for acid digestion. 

Acid digestion of plant and soil samples

Acid digestion and metal analysis of the samples were 
done by following the procedure described in Wijeyaratne 
and Kumari (2021). 

 Powdered and homogenized leaf, root and soil samples 
(0.5 g) were acid digested in the Gerhardt Kjeldatherm 
digestion system at 270 °C for 2 h using concentrated 
HNO3 and concentrated HClO4 in a 1:1 (v/v) ratio as the 
digestion medium.  The digested solutions were allowed 
to cool and 5 mL of deionized water was added. The 
dissolved solution was swirled and filtered into a 50 mL 
volumetric flask through Whatman filter paper number 
42. The clear solution was then diluted up to 50 mL with 
deionized water and analyzed for Cd and Cr by atomic 
absorption spectrophotometer (Analytic Jena Model 
novAA 400p) in the graphite furnace mode following 
the procedure described by the American Public Health 
Association (APHA, 1999).

 The minimum detection limits for Cd and Cr were 
0.02 mg/L and 0.001 mg/L, respectively. Sandy loam 
certified reference material CRM 023 (Sigma-Aldrich, 
USA) was used as the standard reference material for soil 
analysis, and white cabbage certified reference material 
BCR 485 (Sigma-Aldrich, USA) was used as the standard 
reference material for plant analysis. Continuing control 
verification was done after every 10 samples to ensure 
that variability was within 10%.  

 The accuracy of the analytical procedure was 
determined by calculating the percentage recovery of 
Cd and Cr in the spiked sample as described by  Addis 
and Abebaw (2017). Soil and plant samples were spiked 
in triplicates at a known calibration concentration of Cd 
and Cr. The same digestion and analysis procedure was 
followed for both the original samples (non-spiked) and 
the spiked samples   The percentage recoveries of Cd and 
Cr were then calculated to evaluate the accuracy of the 
analytical procedure by the formula described by Addis 
and Abebaw (2017). 

Percentage recovery of the metal (%R) =  
Where,

 – Concentration of metal in the spiked sample
 – Concentration of metal in the non-spiked sample
 – Spiked concentration
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Bioconcentration factor and translocation factors

The heavy metal concentrations were used to calculate 
the bioconcentration factor, soil-to-root translocation 
factor, and root-to-leaf translocation factor of Cd and Cr 
in B. alba as described by Sulaiman et al. (2016) and 
Wijeyaratne and Kumari (2021). 

 The bio-concentration factor (BCF) of B. alba at the 
end of the culture cycle was calculated by the following 
formula: 

 Where, C plant is the metal concentration in the plant 
part (leaves) and C soil is the metal concentration in the 
soil (Wijeyaratne & Kumari 2021).

 The soil to root translocation factor (TF S-R) at the 
end of the culture cycle was calculated by  the following 
formula (Wijeyaratne & Kumari 2021):

 Where, CR is the metal concentration in roots and CS 
is the metal concentration in soil.

 Root to leaf translocation factor (TF R-L) at the end 
of the culture cycle was calculated by  the following 
formula (Wijeyaratne & Kumari 2021).

 Where CL is the metal concentration in leaves and CR 
is the metal concentration in roots.

Assessing the health risks associated with consumption 
of B. alba

The health risks associated with the consumption of B. 
alba were calculated based on the daily intake of metals 
for Cd (DIMCd) and Cr (DIMCr), health risk index for Cd 
(HRICd) and Cr (HRICr), and cancer risk for Cd (CRCd) 
and Cr (CRCr).

 The daily intake of Cd and Cr  from B. alba was 
calculated using the following formula described by 
Gebreyohannes and Gebrekidan (2018):

Where, 
: Daily Intake for Metal; 

: Concentration of the metal (mg/kg); 
 Conversion factor to convert fresh vegetable 

weight to dry weight (0.085 for green leafy vegetables 
(Benson et al. 2002));

: Daily average intake of green leafy vegetables 
(USEPA 2007a, USEPA 2007b, WHO/FAO 2007); 

: Average body weight of a person (70 kg for adults 
and 30 kg for children (Walpole et al. 2012)).

 The health risk index of B. alba for Cd and Cr  was 
calculated using the following formula described by 
Gebreyohannes and Gebrekidan (2018):

Where, 
 Health Risk Index for metal; 

: Daily Intake for Metal; 
: Reference oral Dose for metal (Cd: 0.001; Cr: 1.5 

(Benson et al. 2002)). 
An HRI < 1 is considered safe for the exposed human 
populations (Gebreyohannes and Gebrekidan 2018; 
Khan et al, 2020; Wijeyaratne and Kumari 2021).

 The cancer risk index (CI) of B. alba for Cd and Cr 
was calculated  using the following formula described by 
Gebeyehu and Bayissa (2020):

Where, 
: Cancer risk for metal; 

: Daily intake for metal; 
: the oral cancer

slope factor in (mg/kg/day)-1.  for Cd: 0.38 and 
 for Cr: 0.5 (Zeng et al. 2015; Yang et al. 2018).

Statistical analysis

The Anderson Darling test was used to test for the 
normality of data and the non-normalized data were log-
transformed. 

 The Student’s t-test was used to compare the 
concentrations of Cd and Cr in the roots, leaves and root 
zone soil of B. alba across treatments where compost, 
Urea, MOP and TSP were applied at each sampling 
event. One-way analysis of variance followed by Tukey’s 
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pairwise comparison was used to analyze the variation of 
Cd and Cr concentrations in the roots, leaves and root 
zone soil of B. alba in pots treated with compost and a 
mixture of urea, MOP and (TSP) over a culture cycle. 
Additionally, the variation of health risk assessment 
indices for Cd and Cr in the different treatments were 
analysed. Data analysis was conducted using R statistical 
software. 

RESULTS AND DISCUSSION

The physical and chemical properties of the soil, compost 
and water used in the experiment are given in Table 1. 
The soil used as the experimental medium had a sandy 
loam texture with a mean pH of 7.4. The physical and 
chemical properties of the soil medium and the compost 
were within favorable ranges for plant growth (Table 1).

Physical/Chemical Property Soil Compost Water
pH     7.4 ± 0.2    7.6 ± 0.2   7.2 ± 0.1
Conductivity (μS/cm)   610.2 ± 31.2  410.5 ± 24.3 385.2 ± 25.2
Total organic matter content (%)     2.8 ± 0.6  35.6 ± 1.2 Not Applicable
Bulk density (g/cm3)   1.55 ± 0.4  0.64 ± 0.2 Not Applicable
Moisture content (%)   22.8 ± 1.3 23.1 ±1.5 Not Applicable
CaCO3 concentration (%)     4.5 ± 0.3    2.2 ± 0.3 Not Applicable
Percentage clay (%)     6.3 ± 1.3 Not Applicable Not Applicable
Percentage silt (%)   41.0 ± 3.5 Not Applicable Not Applicable
Percentage sand (%)   42.5 ± 2.6 Not Applicable Not Applicable
Gravel content (%)   10.2 ± 1.8 Not Applicable Not Applicable
Cd Concentration     1.39 ± 0.17 0.76 ± 0.23 Not detected
Cr Concentration 15.62 ± 0.5 15.6 ± 0.64 Not Detected

Table 1: Physical and chemical properties of the soil, compost and water used in the experiment 
pots

Cadmium and chromium concentrations in the root 
zone soil of B. alba at the sampling events

Mean concentrations of Cd and Cr in the root zone soil 
of B. alba at different sampling events are given in 
Table 2.

 Results are presented as Mean ± SD. In each row at a 
particular sampling event, the mean values with different 
superscript letters are significantly different from each 
other. (Student t- test, p < 0.05; n = 40). MOP: muriate of 
potash; TSP: triple super phosphate.

 The mean concentration of Cd in the root zone of 
the soil ranged from 0.54 to 1.86 mg/kg and the mean 
concentration of Cr ranged from 15.59 to 19.67 mg/kg. 
The highest mean Cd and Cr concentrations were recorded 
in the root zone of the soil collected from the Urea-MOP-
TSP mixture applied samples at the third sampling event 
(Table 2). 

The mean concentrations of Cr were higher than the mean 
concentrations of Cd in both treatments at all sampling 
events. The concentrations of Cd and Cr in the root zone of 
the soil of B. alba collected from pots where Urea-MOP-
TSP mixture was applied were significantly higher than 
those in pots where compost was applied at the second 
and third sampling events (Student’s t-test, p < 0.05; see 
Table 2). However, there was no significant difference in 
the concentrations of Cd and Cr  between the pots that 
were applied with a Urea-MOP-TSP mixture and those 
with compost in the first sampling event (Student’s t-test, 
p > 0.05; see Table 2). The concentrations of Cd and Cr 
in the soil increased significantly after 8 and 12 weeks 
following the application of chemical fertilizer. The soil 
Cd concentration increased due to the application of 
phosphate fertilizer, which contain Cd based additives. 
If the amount of Cd added by the fertilizer exceeds 
the removal of  Cd through leaching, bioturbation or 
erosion, prolonged application of phosphate fertilizer 
can significantly increase the Cd concentrations in 
agricultural soil (Grant & Sheppard 2008; AlKhader 
2015). 
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Metal

Concentration (mg/kg)
Urea, MOP and TSP 

mixture
Compost

Sampling Event 1: Four weeks after fertilizer application

Cd 1.393 ± 0.17 a   0.758 ± 0.23 a

Cr 15.62 ± 0.53 a   15.59 ± 0.64 a

Sampling Event 2: Eight weeks after fertilizer application

Cd 1.803 ± 0.10 a   0.542 ± 0.24 b

Cr 19.50 ± 0.49 a   16.44 ± 0.53 b

Sampling Event 3: Twelve weeks after fertilizer application / End of culture cycle

Cd 1.864 ± 0.15 a   1.314 ± 0.21 a

Cr 19.67 ± 0.49 a 16.352 ± 0.36 b

Table 2: Mean concentrations of Cd and Cr in the root zone soil of B. alba collected from pots applied with urea, muriate of potash (MOP) and 
triple super phosphate (TSP) mixture and compost. 

In the compost applied treatments, the concentration 
of Cd in the root zone of the soil at the 12th week after 
fertilizer application (at the end of the culture cycle/
Sampling Event 3) showed a significant increase, while 
the concentration of Cr in the root zone of the soil did not 
show a significant increasing trend throughout the culture 
cycle. Organic substances in the compost can enhance 
formation of metal-humic complexes, which can increase 
solubility and bioavailability of Cd in the compost 

applied soil (Hanc et al 2009; Chaab et al. 2016). This 
could be a reason for the increase in Cd concentration in 
the root zone of the soil in the compost applied pots. The 
concentrations of Cd and Cr in the root zone of the soil 
recorded, in this study, were lower than the maximum 
permissible limits for heavy metals in vegetable growing 
soils stipulated by the European Union (180 mg/kg for 
Cr and 3.0 mg/kg for Cd). 

Table 3: Mean concentrations of Cd and Cr in the roots of B. alba collected from pots applied with urea, muriate of potash (MOP) and triple 
super phosphate (TSP) mixture and pots applied with compost. 

Metal

Concentration (mg/kg)

Urea, MOP and TSP mixture Compost

Sampling Event 1: Four weeks after fertilizer application

Cd   2.12 ± 0.06 a     1.94 ± 0.34 a

Cr   13.9 ± 0.49 a   13.36 ± 0.62 a

Sampling Event 2: Eight weeks after fertilizer application

Cd   2.30 ± 0.19 a     1.54 ± 0.21 b

Cr 20.07 ± 0.59 a  13.42 ± 0.31b

Sampling Event 3: Twelve weeks after fertilizer application / End of culture cycle

Cd 2.782 ± 0.19 a   1.714 ± 0.18 b

Cr 22.39 ± 0.66 a 16.215 ± 0.26 b
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Concentrations of cadmium and chromium in the 
roots of B. alba at the sampling events

Mean concentrations of Cd and Cr in the roots of B. alba 
at different sampling events are given in Table 3. The 
mean concentration of Cd in the  roots of B. alba ranged 
from 1.54 to 2.78 mg/kg, and the mean concentration 
of Cr ranged from 13.36 to 22.39 mg/kg. The highest 
mean concentrations of Cd and Cr were found in the 
roots of B. alba collected from the pots treated with the 
Urea, MOP, TSP mixture at the end of the culture cycle 
(Table 3). 

 Results are presented as mean ± SD. In each row at a 
particular sampling event, the mean values with different 
superscript letters are significantly different from each 
other (Student t- test, p < 0.05; n = 40). MOP: muriate of 
potash; TSP: triple super phosphate.

 There was no significant difference in the 
concentrations of Cd and Cr in the roots of B. alba 
between the samples applied with urea, MOP, TSP and 
compost in the first sampling event (Student’s t- test, 
p > 0.05, Table 2). However, in the second and third 
sampling events, the concentrations of Cd and Cr were 
significantly high in the roots of B. alba in the pots 
applied with urea, MOP and TSP compared to the pots 
applied with compost (p < 0.05, Table 3).  Several studies 
have documented that, the mobility and bioavailability of 
Cd and Cr are influenced by the soil structure, availability 
of organic matter and soil pH. Furthermore, it has been 
reported that chemical fertilizers containing NH4

+ can 
reduce the pH of the soil within 8-10 weeks, increasing 
the mobility of Cd and Cr (Liao et al., 2019; Senila and 

Kovacs 2024). This may have resulted in increasing the 
bioavailability of Cd and Cr, in the present study, to be 
taken up by the roots of B. alba. 

Cadmium and chromium concentrations in the leaves 
of B. alba at the sampling events

Mean concentrations of Cd and Cr in the leaves of B. alba 
at different sampling events are given in Table 4. The mean 
concentration of Cd in leaves of B. alba ranged from 0.69 
to 3.38 mg/kg while the mean Cr concentration ranged 
from 13.48 to 23.35 mg/kg.  The mean concentration of 
Cr in the leaves of the B. alba was significantly higher 
than that of Cd in all sampling events in both treatments. 
Trends in the variation of Cd and Cr concentration in the 
leaves of B. alba were similar to that of the roots. 

 In the first sampling event, there was no significant 
difference in the concentrations of Cd and Cr in the leaves 
of B. alba harvested from the two treatments. However, 
in the subsequent sampling events, the concentrations 
of Cr and Cd in the leaves of B. alba harvested from 
the pots applied with the Urea-MOP-TSP mixture were 
significantly higher than those harvested from the pots 
applied with compost (Student t test, p < 0.05, Table 4).  
The recorded concentrations of Cr and Cd in leaves of 
B. alba harvested from both the treatments, exceeded the 
safe levels recommended by the WHO/FAO (2.3mg/kg 
for Cr and 0.2 mg/kg for Cd ) (Tajik et al., 2021). 

Results are presented as Mean ± SD. In each row at a 
particular sampling event, the mean values with different 
superscript letters are significantly different from each 
other (Student t- test, p < 0.05; n = 40). 

Table 4: Mean concentrations of Cd and Cr in the leaves of B. alba collected from pots applied with (i) urea, muriate of potash (MOP) and triple 
super phosphate mixture (TSP) mixture, and (ii)  Compost. 

Metal

Concentration (mg/kg)

Urea, MOP and TSP mixture Compost

Sampling Event 1: Four weeks after fertilizer application
Cd   1.76 ± 0.20 a   0.91 ± 0.38 a

Cr 13.80 ± 0.53 a 13.48 ± 0.61 a

Sampling Event 2: Eight weeks after fertilizer application
Cd   2.83 ± 0.14 a   0.69 ± 0.40 b

Cr 19.75 ± 0.50 a 18.08 ± 0.32 b

Sampling Event 3: Twelve weeks after fertilizer application / End of culture cycle
Cd   3.38 ± 0.18 a     2.33 ± 0.092 b

Cr 23.35 ± 0.89 a 17.85 ± 0.50 b
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Cadmium and chromium concentrations in roots, 
leaves and the root zone soil of B. alba in the pots 
applied with Urea-MOP-TSP mixture and compost, 
over a culture cycle

There was a significant increase in the concentration of 
Cr in roots, leaves, and in the rootzone soil in the pots 
applied with Urea-MOP-TSP mixture in the successive 
sampling events towards the end of the culture cycle 
(ANOVA, Tukey’s pairwise comparison, p<0.00, Table 2, 
Table 3, Table 4). 

 The concentration of Cd in the roots of B. alba in the 
pots treated with compost was significantly higher than 
that in the leaves and root zone soil during the first and 
second sampling events. However, the concentration of 
Cd was significantly high in the leaves of B. alba harvested 
from the pots treated with compost at the end of the culture 
cycle  (ANOVA, Tukey’s pairwise comparison, p<0.00, 
Figure 2). Similarly, an increasing trend and significantly 
high concentrations of Cr were recorded in the leaves of 
B. alba in the pots treated with compost and harvested 
during the second and third sampling events (ANOVA, 
Tukey’s pairwise comparison, p<0.00, Table 2, Table 3, 
Table 4). Therefore, the results of this study indicate that 
there is a possibility of the bioaccumulation of Cd and 
Cr in the leaves of B. alba towards the end of the culture 
cycle. 

 Similar results were reported by Noor et al (2023) 
who found  high concentrations of Cd and Cr in the 
edible parts of spinach (Spinacia oleracea) in rural 
areas of Pakistan. Another study conducted using a pot 
experiment, with contaminated and non-contaminated 
soils, to assess the accumulation of heavy metals and 
major nutrients in leaves of spinach, revealed high levels 
of Cr (Zakir et al., 2018). 

Bioconcentration factor

The bioconcentration factors of B. alba harvested from 
pots applied with a Urea-MOP-TSP mixture and compost 
are given in Figure 1.  

 The bioconcentration factor of Cd for B alba in pots 
applied with the Urea-MOP-TSP mixture ranged from 
1.4 to 2.5 and for compost from 1.2 to 2.2 (Figure 1). 
The bioconcentration factor of Cr for B alba in pots 
applied with the Urea-MOP-TSP mixture ranged from 
0.7 to 1.7 and for compost from 0.75 to 1.5. (Figure 1).  
The mean bioconcentration factors for Cd and Cr in B 

alba from pots applied with the Urea-MOP-TSP mixture 
were not significantly different from those in the pots 
applied with compost (ANOVA, p>0.05, Figure 1). 
The bioconcentration factor is a measure of the uptake, 
mobilization, and efficiency of heavy metal accumulation 
in plant tissues.  A bio-concentration factor higher than 1 
indicates a potential for hyperaccumulation (Raj et al., 
2020). In this study, it is evident from the results that 
B.alba is a potential hyperaccumulator for both Cd and 
Cr. 

Figure 2: The soil to root translocation factors (TF S-R) for Cd and 
Cr of  B. alba harvested from pots applied with the Urea-
MOP-TSP mixture and compost at the end of the culture 
cycle. 

Figure 1: Bioconcentration factors for Cd and Cr of B. alba harvested 
at the end of the culture cycle from the pots applied with 
the Urea-MOP-TSP mixture and compost. 
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Translocation factor

The soil to root translocation factor (TF S-R) and root to 
leaf translocation factors (TF R-L) for Cd and Cr at the 
end of the culture cycle of B. alba, harvested from pots 
applied with the Urea-MOP-TSP mixture and compost 
are given in Figure 2 and Figure 3, respectively. 

 The TF S-R of Cd ranged from 1.1 to 1.6 and for 
Cr it ranged from 0.8 to 1.1 (Figure 2). The TF R-L for 
Cd ranged from 0.9 to 1.4 and for Cr from 0.9 to 1.3 
(Figure 3).

which decreases the bioaccumulation potential of these 
heavy metals in plants (Chaab et al. 2016).  However, 
the results of this study do not agree with Chaab et al. 
(2016) since the bioconcentration factor, the soil to root 
translocation factor, and the root to leaf translocation 
factor for Cr and Cd in B. alba were greater than 1. This 
indicates  a bioaccumulation potential for these heavy 
metals in the edible parts of B. alba. Furthermore, the 
bioconcentration factor, the soil to root translocation 
factor, and  the root to leaf translocation factor for Cd in 
B. alba were higher than those of Cr indicating a higher 
bioaccumulating capacity for Cd in the edible parts of 
B. alba compared to Cr. The decreased bioaccumulation 
of Cr in the leaves of B alba may be due to the ability 
of Cd to inhibit the translocation of Cr within the plant 
as seen in Spinacea oleracea L. (Çelik and Kunene 
2021). 

 Additionally, studies on microbial interactions in 
the composting process have revealed that, inoculation 
of nitrogen retaining microbial agents into the compost 
helps to reduce the bioavailability of Cd and Cr (Guo 
et al., 2022; Wang et al. 2023). Therefore, further studies 
should focus on the identification and propagation of 
such natural assemblages of nitrogen retaining microbial 
communities  in the commercial cultivation of B. alba to 
reduce the risks associated with the hyperaccumulation 
of these heavy metals in the edible parts of B. alba.  

Assessing the health risks associated with consumption 
of B. alba

The daily metal intake values, health risk index and cancer 
index  for adults and children based on concentrations of 
Cd and Cr in B. alba harvested from pots applied with 
urea, MOP, TSP and compost are given in Table 5.

 The daily intake of Cr from B. alba by adults and 
children was significantly higher than that of Cd in both 
the urea, MOP, TSP mixture and compost treatments. 
However, the health risk index values for Cd in B. alba 
harvested from the Urea-MOP-TSP mixture treatment 
were significantly higher than that of the compost 
treated sites, for both adults and children, based on 
the recommended daily intake values by the FAO 
(Table 5). Further, the Cd based cancer risk index of 
B. alba harvested from the pots applied with Urea-
MOP-TSP was significantly higher compared to that 
of the compost treatment for both adults and children. 
The Cr based cancer risk index for B. alba did not show 
significant variations among treatments for both adult 
and child populations. (Table 5). 

Figure 3: The root to soil translocation factors (TF R-S) for Cadmium 
and Chromium of  B. alba harvested from pots applied 
with the Urea-MOP-TSP mixture and at the end of the 
culture cycle.

Mean TF S-R and TF R-L for Cd and Cr of B. alba in the pots 
applied with Urea-MOP-TSP mixture and compost were 
not significantly different from each other (ANOVA, 
p>0.05, see Figure 2, Figure 3). The translocation factor 
is a measure of the movement of heavy metals from 
the soil to the roots and from roots to the leaves of a 
plant, and another factor that can be used to assess the 
hyperaccumulator ability of plants (Wijeyaratne & 
Kumari 2021). The TF R-L for both Cd and Cr is higher 
than that of the TF S-R in both the pots treated with Urea-
MOP-TSP and compost (Figure 2, Figure 3). This is 
consistent with the conclusion of the BCF indicating that 
leaves of B. alba are hyperaccumulators of Cd and Cr 
irrespective of the use of chemical fertilizer or organic 
amendments. 

 It has been reported that Cr and Cd have a tendency 
to accumulate in the roots rather than in the shoots, 
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Cd Cr
Urea, MOP and TSP 

mixture
Compost

Urea, MOP and TSP 
mixture

Compost

Daily metal intake (Adult) (mg/day) 0.014 ± 0.0a     0.007 ± 0.0 c     0.07 ± 0.0 b     0.07 ± 0.0 b

Daily metal intake (Children) (mg/day)  0.007 ± 0.0 a   0.0004 ± 0.0 c   0.004 ± 0.0 b 0.0004 ± 0.0 b

Health Risk Index (Adult)        1.4 ± 0.01 a           0.7 ± 0.03 c     0.05 ± 0.0 b     0.05 ± 0.0 b

Health Risk Index (Children)          0.7 ± 0.001 a          0.04 ± 0.001c   0.003 ± 0.0 b     0.003 ± 0.00 b

Cancer Risk (Adult)     0.005 ± 0.001 a 0.00003 ± 0.0 c 0.0035 ± 0.0 b 0.0035 ± 0.0 b

Cancer risk (Children)      0.003 ± 0.001 a 0.00001 ± 0.0 c   0.002 ± 0.0 b   0.002 ± 0.0 b

Table 5: Daily metal intake (mg/day), health risk index and cancer risk index  for adults and children based on the concentrations Cd and Cr in 
B. alba. 

Results are presented as Mean ± SD. The mean values with 
different superscript letters in each row are significantly 
different from each other (ANOVA, Tukey’s pairwise 
comparison, p < 0.05; n = 40). MOP: muriate of potash; 
TSP: triple super phosphate.

 Even though heavy metals bioaccumulate in the 
edible parts of green leafy vegetables, their toxic 
effects on consumers are controlled by the daily intake 
of metals. The maximum tolerable daily intake for Cd 
ranges between 0.02-0.07 mg/day, and for Cr between 
0.035–0.2 mg/ day (Kamunda et al. 2016; Shaheen et al. 
2016). According to this study, the daily intake values 
of Cd and Cr from consuming B.alba by both adults and 
children did not exceed  the maximum tolerable daily 
intake values. The health risk index is also important for 
assessing the health risks in dietary items. A health risk 
index greater than 1 indicates the possibility of significant 
health risks for consumers (Wijeyaratne & Kumari 2021).  
In this study,  for Cd, the health risk index for adults  
and children by consuming B.alba cultivated using a 
mixture of Urea-MoP-TSP and compost was 1.4 and 0.7, 
respectively (Table 5). Therefore. there is a potential for 
Cd- associated health impairments in adults consuming 
B. alba cultivated using the mixture Urea-MoP-TSP. 

 Further, the cancer risk index for Cd  and Cr for B.alba 
for both treatments exceeded the acceptable upper limit 
of 1 x 10−4, (Gebreyohannes & Gebrekidan 2018) for the 
risk of developing cancer due to long-term consumption. 

Similar results were also recorded in studies conducted 
in Ethiopia (Gebreyohannes & Gebrekidan 2018) and 
Bangladesh (Sultana et al., 2019) on the health risks 
associated with the consumption of vegetables. 

CONCLUSION

It is possible for B. alba leaves to hyperaccumulate Cd 
and Cr, irrrespective of the type of fertilizer applied. The 
long term dieteary intake of B. alba grown with chemical 
fertilizer is associated with a higher risk of health issues 
related to Cr and Cd. Therefore, reducing of chemical 
fertilizer use, adopting organic farming practices and 
introducing nitrogen-retaining microbial communities 
into compost are  recommended to  mitigate the health 
risks associated with the dieteary intake of B.alba. 
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Abstract: The effective removal of heavy metal ions, 
particularly Pb(II), from contaminated water sources remains 
a pressing environmental concern. This study explores 
the potential of Fe3O4/MgO nanocomposite as an efficient 
adsorbent for selective Pb(II) removal. The Fe3O4/MgO 
nanocomposite was synthesized using a controlled sol-gel 
method and characterized using various techniques. X-
ray diffraction (XRD) analysis confirmed the presence of 
cubic MgO and cubic Fe3O4. Pb(II) adsorption induced a 
crystallographic transformation, forming hexagonal Mg(OH)2 
crystals, indicating interaction with the adsorbent. Scanning 
electron microscope (SEM) analysis revealed pyramid-like 
and irregular crystal morphologies. Pyramid-like structures 
provided a larger surface area and active sites for effective 
Pb(II) interaction, while irregular crystal particles, representing 
magnetic Fe3O4, contributed to stability and dispersibility. 
Vibrating sample magnetometer (VSM) results confirmed 
superparamagnetic behaviour with a saturation magnetization 
of 32.02 emu g-1, indicating potential for magnetic separation 
and recovery in various wastewater treatment applications. 
Adsorption experiments utilized optimized conditions: an 
initial concentration of 600 mgL-1, adsorbent dosage of 0.25 
gL-1, pH of 7, and 120 minutes of reaction time. The Fe3O4/
MgO nanocomposite exhibited exceptional performance 
with a remarkable 99.98% removal efficiency and a high 
adsorption capacity of 2399.44 mg g-1. These impressive 
results underscore the outstanding adsorption potential of 
the nanocomposite. Adsorption kinetics followed the pseudo-
second-order model (R2 = 0.99), confirming suitability 
for Pb(II) removal. The Freundlich model indicated a 
heterogeneous surface with different adsorption sites. 
Overall, the Fe3O4/MgO nanocomposite exhibits potential 

as a cost-effective, environmentally friendly adsorbent for 
removing Pb(II) ions, providing a promising solution for 
water purification and environmental remediation.

Keywords: Adsorption capacity, chemisorption, environmental 
remediation, heterogeneous surface, sol-gel method, 
superparamagnetic behaviour.

INTRODUCTION

Lead (Pb) contamination in water sources poses a 
significant threat to human health and the environment 
due to its toxic nature and potential long-term effects. 
Exposure to Pb(II) ions can lead to various adverse health 
outcomes, particularly in children, including neurological 
damage, developmental disorders, and impaired cognitive 
functions (Lidsky & Schneider, 2003). Therefore, the 
development of efficient and sustainable methods for 
the removal of Pb(II) from contaminated water is of 
utmost importance. In recent years, nanomaterial-based 
adsorbents have shown great promise in the removal of 
heavy metals from aqueous solutions (Perera et al., 2024). 
Among these nanomaterials, Fe3O4/MgO nanocomposite 
has emerged as highly effective adsorbents for Pb(II) 
removal. The combination of Fe3O4 and MgO in a 
nanocomposite offers synergistic effects, leveraging the 
magnetic properties of Fe3O4 and the excellent adsorption 
capacities and chemical stability of MgO. Fe3O4/MgO 
nanocomposite provides a versatile platform for the 
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adsorption of Pb(II) ions through various mechanisms, 
including surface interactions, ion exchange, and 
complexation. The magnetic properties of Fe3O4 facilitate 
easy separation and recyclability of the nanocomposite, 
minimizing secondary pollution and enabling repeated 
use (Sameera et al., 2023). This makes Fe3O4/MgO 
nanocomposite highly suitable for practical applications 
in water treatment. Previous studies have demonstrated 
the effectiveness of Fe3O4/MgO nanocomposite in 
removing other heavy metals and dyes. For instance, 
Habiby et al. (2019) reported an adsorption capacity 
of 2.5 mg g-1 and a removal efficiency of 98.9% for 
phosphate, using chemical precipitation by synthesized 
Fe3O4/MgO nanocomposite. Similarly, Namvar-Mahboub 
et al. (2020) achieved removal efficiency of 98.2% and 
95.5% for Pb(II), and Cd(II) using green synthesized 
Fe3O4/MgO nanocomposite, respectively. These findings 
underscore the potential of Fe3O4/MgO nanocomposite as 
efficient adsorbent for heavy metal removal. In another 
study by Nagarajah et al. (2017), MgO cores with 
silica-coated nano Fe3O4 nanocomposite demonstrated 
exceptional performance in the removal of Pb(II) from 
aqueous solutions, compared with Cd(II) and Cu(II). The 
adsorption capacity of these nanocomposites for Pb(II) 
was found to be as high as 238 mg g-1, highlighting their 
superior adsorption capability. These findings emphasize 
the significant potential of Fe3O4/MgO nanocomposite as 
efficient adsorbent for Pb(II) removal. However, there is 
a need for further investigation to explore the adsorption 
capacity, kinetics, and mechanisms of Pb(II) removal 
using Fe3O4/MgO nanocomposites. Understanding the 
influence of various parameters, such as pH, initial Pb(II) 
concentration, contact time, and temperature, on the 
adsorption process is crucial for optimizing the design of 
water treatment systems. We have modified the synthesis 
procedure based on the work conducted by Salem & 
Ahmed (2016), where they utilized this material for the 
removal of amaranth dye using adsorption studies. In 
our study, we have adapted this modified procedure to 
target the removal of Pb(II) ions, aiming to enhance the 
adsorption capacity compared to the existing literature. 
In this study, we aim to investigate the potential of 
Fe3O4/MgO nanocomposite as an efficient adsorbent for 
the removal of Pb(II) from aqueous solutions. The study 
evaluates the adsorption capacity, kinetics, and isotherms 
of Pb(II) adsorption onto Fe3O4/MgO nanocomposite. 
Additionally, the reported work will explore the effects 
of different experimental parameters on the adsorption 
process to optimize the removal efficiency. The 
insights gained from this research will contribute to the 
development of sustainable and effective strategies for 
Pb(II) removal from contaminated water sources.

MATERIALS AND METHODS

Materials

The chemicals used were iron (II) chloride tetrahydrate 
(FeCl2·4H2O), iron (III) chloride hexahydrate 
(FeCl3·6H2O, Loba Chemie), magnesium chloride 
hexahydrate (MgCl2·6H2O, Hopkin and Williams LTD.), 
cetyltrimethylammonium bromide (CTAB, Research 
Lab Fine Chem Industries), ammonia (NH4·OH, Loba 
Chemie), ethanol (C2H5OH, VWR chemicals), silver 
nitrate (AgNO3, Loba Chemie), and lead nitrate (Pb(NO3)2, 
Hemas(Drugs) Ltd.). All the substances utilized were of 
analytical grade. Deionized distilled water was employed 
in the preparation of all solutions.

Synthesis of Fe3O4/MgO nanocomposite

A modified synthesis procedure based on the work done 
by Salem & Ahmed (2016) was followed. Fe3O4/MgO 
nanocomposite was prepared using a controlled sol-gel 
method as described below. Initially, approximately 
1 mL of cetyltrimethylammonium bromide (CTAB) 
solution, a cationic surfactant above its critical micelle 
concentration, was added to a 50 mL solution of 1 M 
MgCl2 with constant stirring for 1 h. Subsequently, a 1 M 
ammonia solution was added drop by drop to the MgCl2 
solution until the clear solution turned into a white sol of 
Mg(OH)2. The sol was stirred for an additional 2 h and left 
undisturbed for two days to allow for the condensation 
of sol particles into solid gel nanoparticles. The gel 
particles were collected through filtration and thoroughly 
washed with distilled water multiple times to remove 
chloride ions. The effectiveness of the washing process 
was confirmed when the filtrate yielded a negative test 
result with silver nitrate solution. After washing, the final 
product was dried at 90 °C overnight. The dried powders 
were then subjected to calcination in a high-temperature 
furnace at 400 °C for 2 h to induce the crystallization of 
MgO nanoparticles. In parallel, Fe3O4 nanoparticles were 
prepared by mixing an appropriate amount of ferrous 
chloride and ferric chloride solutions. Iron(II) chloride 
(FeCl2, 1.9 g) and iron(III) chloride (FeCl3, 3.2 g) were 
dissolved in 50 mL of deionized water at a molar ratio of 
1:2 to prepare the Fe3O4 precursor solution. The solution 
was stirred using a magnetic stirrer until the iron salts 
were completely dissolved. Ammonia solution was added 
to the mixture until a black precipitate was detected, 
indicating the formation of Fe3O4. The magnetite 
solution was subsequently separated using magnetic 
separation and washed with distilled water. The Fe3O4 
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nanoparticles were then dried at 105 °C for 24 h. The 
synthesized Fe3O4 nanoparticles and MgO nanoparticles 
were combined. The Fe3O4/MgO nanocomposite was 
prepared with 46.29 wt % Fe2O3 53.71 wt % Mgo and 
suspended in 50 mL of distilled water. Ultrasonication 
for 40 min was employed to promote the interaction 
between the two nanoparticle components, ensuring 
uniform dispersion and intimate contact. The Fe3O4/MgO 
nanocomposite was then separated from the suspension 
using magnetic separation and washed with deionized 
water to eliminate any residual impurities. Subsequently, 
the nanocomposites were dried at 90 °C for 24 h under 
controlled conditions to remove any remaining solvent 
and ensure their stability. 

Characterization of Fe3O4/MgO nanocomposite

Various characterization techniques were employed 
to test the Fe3O4/MgO nanocomposite and analyze 
the Pb(II) adsorbed Fe3O4/MgO nanocomposite. X-
ray Diffraction (XRD, D8 ADVANCE ECO - Bruker, 
CuKα λ = 0.154 nm, 2θ range of 20–80˚, step size of 
0.02˚ and a step time of 1 s) analysis was used to 
identify the crystal structure and phase composition 
of the nanocomposite. scanning electron microscopy 
(SEM, Oxford/X-act, ZEISS, operated at 20 keV) was 
employed for the examination of the surface morphology 
and particle size distribution of the nanocomposite. 
Energy-dispersive X-ray spectroscopy (EDS, Oxford/X-
act, ZEISS, operated at 20 keV) was used to determine 
the elemental composition of the nanocomposite. Fourier 
transform infrared spectroscopy (FTIR, Bruker VERTEX 
80) analysis was used to identify the functional groups 
present in the nanocomposite while vibrating sample 
magnetometry (VSM, DXWD-60, and Xiamen Dexing 
Magnet Tech.Co.Ltd) was employed to investigate the 
magnetic properties of the nanocomposite. Atomic 
absorption spectroscopy (AAS, Shimadzu AA-7800) 
enabled the quantitative analysis of the concentration of 
Pb(II) ions in the solution before and after adsorption. 

Batch adsorption experiment

Initially, Fe3O4/MgO nanocomposite was synthesized 
using a controlled sol-gel method, as described 
previously. The nanocomposite was then washed with 
deionized water and dried to ensure their stability. The 
optimization of adsorbent dosage was carried out by 
adding different amounts of the nanocomposite (ranging 
from 0.05 g L-1 to 0.4 g L-1) into separate solutions of 
600 mg L-1 concentration of Pb(II). The mixtures were 
agitated until adsorption equilibrium was reached, 
and the residual Pb(II) concentration was measured. 

Similarly, the optimization of initial concentration 
involved preparing different concentrations of Pb(II) 
solutions (ranging from 400 to 1000 mg L-1) and adding 
0.25 g L-1 of the nanocomposite to each solution. The 
solutions were mixed to reach adsorption equilibrium, 
and the final Pb(II) concentrations were measured. The 
optimization of pH was accomplished by adjusting 
solutions of 600 mg L-1 Pb(II) concentration to different 
pH levels (ranging from pH 4 to 10) using appropriate 
buffers. The 0.25 g L-1 of nanocomposites were added, 
and the mixtures were agitated before measuring the 
final Pb(II) concentrations. The optimization of reaction 
time involved adding 0.25 g L-1 of the nanocomposite 
to a solution of 600 mg L-1 Pb(II) concentration and 
agitating the mixture for various time intervals ranging 
from 10 to 150 min. The residual Pb(II) concentrations 
were measured at each time interval. 

 To determine the equilibrium adsorption capacity 
and removal efficiency of Pb(II) ions using Fe3O4/MgO 
nanocomposite, batch adsorption experiments were 
conducted. An optimized mass of the nanocomposite 
was added to a Pb(II) ion solution of optimized initial 
concentration (C0) and volume (V). The mixture was 
stirred continuously, and samples were taken at 10 min 
time intervals to measure the concentration of Pb(II) ions 
(Ct) using atomic absorption spectroscopy. The adsorption 
capacity (qt) at each time interval was calculated using 
the formula qt = ((C0−Ct) ×V)/m, where m is the mass 
of the adsorbent. The removal efficiency was calculated 
as removal efficiency (%) = ((C0−Ct) ×100)/C0. The 
experiments continued until the system reached 
equilibrium, indicated by no significant change in Ct. In 
addition, various adsorption isotherm models, including 
Langmuir, Freundlich, and Temkin, were applied to the 
equilibrium data, while different kinetic models such 
as pseudo-first-order, pseudo-second-order, liquid film 
diffusion, and intraparticle diffusion were employed to 
analyze the kinetic data. Finally, the results obtained from 
the batch adsorption studies were analyzed to determine 
the optimum adsorbent dosage, initial concentration, pH, 
reaction time, and the adsorption isotherm and kinetic 
parameters associated with the removal of Pb(II) using 
Fe3O4/MgO nanocomposite.

RESULTS AND DISCUSSION

Scanning electron microscopy (SEM)

The morphology and microstructure of the Fe3O4/MgO 
nanocomposite were thoroughly investigated using 
SEM (Supplementary Figure S1a). The SEM images 
of the Fe3O4/MgO nanocomposite revealed distinct 
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morphological features. The Fe3O4 nanoparticles 
exhibited an irregular crystal shape with varying sizes. 
Meanwhile, the pyramid-shaped MgO particles showed 
a unique morphology with sharp edges.

 The combination of these two different morphologies 
created a highly interconnected and porous structure, 
potentially enhancing the material’s adsorption capacity. 
The irregular crystal shape of Fe3O4 nanoparticles 
contributed to a higher surface area and provided 
numerous active sites for Pb(II) adsorption. Additionally, 
the presence of pyramid-shaped MgO particles improved 
the overall structural stability of the nanocomposite, 
making it suitable for long-term usage in environmental 
applications. The SEM images of the Fe3O4/MgO 
nanocomposite after Pb(II) adsorption revealed notable 
agglomeration of Pb(II) ions on the surfaces of both 
the irregular crystal-shaped Fe3O4 nanoparticles and the 
pyramid-shaped MgO particles (Supplementary Figure 
S1b). The irregular crystal-shaped Fe3O4 nanoparticles 
exhibited a greater propensity for Pb(II) adsorption due 
to their increased surface area and numerous active sites. 
As a result, the surfaces of these nanoparticles displayed 
significant clusters of Pb(II) ions. Similarly, the pyramid-
shaped MgO particles also demonstrated agglomeration of 
Pb(II) ions, suggesting their involvement in the adsorption 
process. The unique morphology of the pyramid-shaped 
particles, with their sharp edges and interconnected 
structure, facilitated the accumulation of Pb(II) ions 
on their surfaces. The agglomeration phenomenon 
observed on the irregular crystal and pyramid-shaped 
surfaces indicates the strong affinity of the Fe3O4/MgO 
nanocomposite for Pb(II) ions. The adsorption capacity of 
the nanocomposite was likely enhanced by the combined 
effect of the irregular crystal-shaped Fe3O4 nanoparticles 
and the pyramid-shaped MgO particles, which provided 
ample binding sites and increased contact area for Pb(II) 
adsorption. These images provide visual evidence of the 
effective removal and accumulation of Pb(II) ions by 
Fe3O4/MgO nanocomposites. Moreover, the EDS analysis 
of the nanocomposite revealed the presence of Fe, O, 
and Mg elements with weight percentages of 28.97%, 
25.55%, and 30.0%, respectively (Supplementary Figure 
S1c). This confirms the successful incorporation of these 
elements in the nanocomposite, supporting their potential 
in the efficient removal of Pb(II) ions from the water. EDS 
analysis performed after the adsorption of Pb(II) ions on 
the surface of Fe3O4/MgO nanocomposite confirmed the 
presence of Pb peaks, indicating successful binding of 
Pb(II) onto the adsorbent (Supplementary Figure S1d). 
The quantitative EDS data shown in Supplementary 
Table S1 reveals the incorporation of Pb(II) on the Fe3O4/
MgO surface, further supporting the efficient removal of 
Pb(II) ions.

X-ray diffraction (XRD)

The XRD analysis of the synthesized Fe3O4/MgO 
nanocomposite is presented in Supplementary Figure S2a. 
The observed peaks at 2θ = 30.22°, 35.6°, 53.98°, and 
57.23° indicate the presence of cubic Fe3O4 with (220), 
(311), (422), and (511) planes, respectively (JCPDS  01-
084-2782). Furthermore, the peaks at 2θ = 37.06°, 43.06°, 
and 62.53° suggest the presence of cubic MgO (periclase) 
with (111), (200), and (220) planes, respectively (JCPDS 
01-075-1525). Additionally, peaks at 2θ = 33.33°, and 
49.69° indicate the presence of rhombohedral Fe2O3 with 
(104), and (024) planes, respectively (JCPDS 01-072-
6225). Hence, our analysis confirms that the synthesized 
final product consists of cubic structures of Fe3O4 and 
periclase MgO. After adsorbing Pb(II) (Supplementary 
Figure S2b), a significant number of diffraction peaks 
were indexed to Pb3(CO3)2(OH)2. Peaks observed at 2θ = 
24.67°, 41.28°, 49.8°, and 56.99° could be indexed to the 
presence of rhombohedral Pb3(CO3)2(OH)2 with (104), 
(211), (220), and (125) planes, respectively (JCPDS 01-
073-4362). The peak observed at 2θ = 54.29° indicates 
the presence of tetragonal PbO with a (211) plane (JCPDS 
01-085-1292). Peaks observed at 2θ = 33.45°, 35.8°, and 
64.49° indicate the presence of rhombohedral Fe2O3 with 
(104), (110), and (300) planes, respectively (JCPDS 01-
084-0311).

 Peaks observed at 2θ = 38.28°, 58.97°, and 62.41° 
could be indexed to the presence of hexagonal Mg(OH)2 
with (011), (110), and (111) planes, respectively (JCPDS 
01-086-0441). Peaks observed at 2θ = 30.38°, 37.43°, 
and 43.49° indicate the presence of cubic Fe3O4 with 
(220), (222), and (400) planes, respectively (JCPDS 01-
071-6339). It is well known that the MgO of Fe3O4/MgO 
nanocomposite could be hydrated by water to produce 
Mg(OH)2, which covers the surface. The produced 
Mg(OH)2 can partially dissociate to release OH–. Thus, 
Pb(II) easily assembles with OH– and forms Pb(OH)2. 
Due to the lower stability of Pb(OH)2(s), it can react with 
CO2 dissolved in the solution to produce Pb3(CO3)2(OH)2 
(Zhang et al., 2014). The presence of these Fe2O3 impurity 
peaks suggests the partial oxidation of Fe3O4 in aqueous 
solution. The observed changes in crystal structure and 
phase provide confirmation of the adsorption process.

Fourier-transform infrared spectroscopy (FTIR)

According to the FTIR analysis in Supplementary Figure 
S3 [curve (a)], results confirmed the presence of MgO 
and Fe3O4 in the Fe3O4/MgO adsorbent composition, and 
evidence of Pb(II) adsorbed Fe3O4/MgO nanocomposite 
(Pb(II)-Fe3O4/MgO) [curve (b)] was obtained in the range 
of 400 – 4000 cm-1. The presence of the strong, sharp 



Removed of lead ions using Fe3O4 / Mgo  389

Journal of the National Science Foundation of Sri Lanka 52(3) September 2024

band at 1738 cm⁻¹ in the Fe3O4/MgO nanocomposite 
suggests the involvement of organic compounds with 
C=O stretching vibrations. The specific origin of these 
compounds could vary depending on the synthesis 
method, reaction conditions, and post-synthesis treatments 
applied to the nanocomposite. Exposure to air or oxygen 
during synthesis or storage can lead to the oxidation of 
organic compounds present in the system, resulting in 
the formation of carbonyl groups. This surface oxidation 
process can occur on both the Fe3O4 nanoparticles 
and the MgO coating, leading to the presence of C=O 
stretching vibrations in the nanocomposite. The medium 
peak at approximately 1216 cm⁻¹ in the Fe3O4/MgO 
nanocomposite corresponds to C-N stretching vibrations. 
This may arise from the nitrogen atom present in the CTAB 
molecule, which contains a quaternary ammonium cation. 
Additionally, ammonia used in the synthesis process can 
provide nitrogen, facilitating the formation of C-N bonds 
with organic compounds present in the reaction mixture. 
The bands that appeared in the low wavenumber region 
are associated with characteristic peaks of metal-oxygen 
(M-O) bonds. The bands below 1000 cm-1 are related to 
Mg-O absorption. This indicates the presence of MgO 
nanoparticles in calcined compounds. The frequency of 
heteropolar diatomic MgO stretching is confirmed by the 
peak at 874 cm-1. The bands at 442 cm−1 and 536.7 cm−1 
are referred to as Fe3O4, and those bands are associated 
with the magnetic property on the adsorbent surface. 
The observed bands in this analysis appear at higher 
wavenumbers compared to the standard, indicating 
a shift caused by the alteration of electron density 
distribution on the surface of nanoparticles. This change 
in electron density results from the interaction between 
the nanoparticles and the surrounding environment, 
leading to the strengthening of chemical bonds within the 
nanocomposite structure. The Fe3O4/MgO nanocomposite 
also shows similar absorption peaks. A medium sharp 
peak appeared at 1365 cm⁻¹, which is associated with the 
O-H bending vibration of hydroxyl groups. This vibration 
is attributed to the presence of residual hydroxyl groups 
from the hydroxide solution used during the synthesis 
process. This suggests the formation of a magnesium 
hydroxide (Mg(OH)2) layer with magnetite. This peak is 
weaker than curve (b) due to antisymmetric stretching 
in Mg(OH)2 crystal structure. In addition, this fact also 
serves as an indication that the calcination process at 
400 ℃ for 2 hours has resulted in the transformation of 
the structure compound from the hexagonal Mg(OH)2 
form to the cubic MgO form. After the Pb(II) adsorption, 
MgO reverted to Mg(OH)2 due to the water present in 
the Pb(II) solution and the bands observed for the dried 
sample. Multiple broad peaks at 2970 cm-1 reveal the 
asymmetric vibration of the C-H (-CH2) stretch arising 

from the alkyl chains of CTAB. Curve (b) shows the 
FTIR spectra of Pb(II)-Fe3O4/MgO obtained in the range 
of 400–4000 cm-1. The new peaks that arose between 
1092-874 cm-1 indicate the presence of Pb–O. The weak 
band at 1092 cm-1 corresponds to the stretching vibration 
of CO3

2- due to the formation of Pb3(CO3)2(OH)2 on the 
surface of Fe3O4/MgO nanocomposite. The change in IR 
intensity between 1100 cm-1 and 870 cm-1 suggested Pb(II) 
adsorption, which occurred in the form of Fe-O-Mg-O-
Pb(II), with bending modes at 1092 cm-1 and 874 cm-1. 
New absorption peaks observed at 3692 cm-1 correspond 
to O-H stretching vibration due to the PbO-adsorbed 
water moiety on the Fe3O4/MgO surface (Kawsihan 
et al., 2023). Pb(II) can combine with OH⁻ ions to form 
the insoluble hydroxide Pb(OH)₂, which can further react 
with dissolved CO₂ to form Pb₃(CO₃)₂(OH)₂. The band at 
2359 cm⁻¹ disappeared in curve (b), while it was present 
in curve (a), is ascribed to carbonate stretching and 
carbonate ions attached with Pb(II). After adsorption, 
bands at 1432 cm-1 can be attributed to CO3

2- groups 
chemisorbed over the MgO surface. The peaks at 442 cm-1 
and 536.7 cm-1 were shifted to 445 cm-1 and 537.2 cm-1 
after Pb(II) adsorption, thereby, indicating that the MgO 
surface is covered by PbO and cation exchange between 
Mg(II) and Pb(II) may take place.

Vibrating sample magnetometry (VSM)

VSM analysis conducted on the Fe3O4/MgO 
nanocomposite revealed a magnetization saturation 
of 32.02 emu g-1, as shown in Supplementary Figure 
S4. This finding indicates that the nanocomposite 
exhibits superparamagnetic behaviour. The observed 
magnetization saturation is a crucial characteristic that 
highlights the potential of the Fe3O4/MgO nanocomposite 
for efficient magnetic separation and recovery in various 
wastewater treatment applications. The high saturation 
magnetization value signifies that the nanocomposites 
possess strong magnetic properties, enabling them to 
respond effectively to external magnetic fields. It allows 
for easy and rapid separation of the nanocomposite from 
the treated water using magnetic field-based separation 
techniques. This magnetic responsiveness facilitates 
the removal of the adsorbent from the water after the 
adsorption of Pb(II) ions, simplifying the purification 
process. Additionally, the high magnetization saturation 
value indicates that the Fe3O4/MgO nanocomposite 
can be easily regenerated and reused. Once separated 
from the water, the nanocomposite can be subjected 
to external magnetic fields to remove any remaining 
adsorbed Pb(II) ions. This capability of repeated use 
enhances the cost-effectiveness and sustainability of 
the nanocomposite as an adsorbent material. Moreover, 



390  V Gurunanthanan et al.

September 2024 Journal of the National Science Foundation of Sri Lanka 52(3)

the magnetization saturation value provides valuable 
insights into the overall stability and dispersibility of the 
Fe3O4/MgO nanocomposite. It suggests that the magnetic 
Fe3O4 component within the nanocomposite contributes 
significantly to their stability, allowing them to maintain 
their magnetic properties during the adsorption process. 
These attributes make the nanocomposite a promising 
candidate for wastewater treatment applications, offering 
enhanced performance and reusability in the removal of 
Pb(II) ions from contaminated water sources.

Effect of adsorbent dose

Dosage optimization experiments were conducted 
using Pb(II) solutions prepared from Pb(NO3)2 salt. The 
adsorption efficiency of Pb(II) ions onto Fe3O4/MgO 
nanocomposite increased with increasing adsorbent 
dosage up to a certain point and then reached a plateau. 
Figure 1a shows the variation in adsorption efficiency with 
different adsorbent dosages. The maximum adsorption 
efficiency was observed at 0.25 g L-1, where a significant 
reduction in Pb(II) concentration was achieved. The 
adsorption capacity of the Fe3O4/MgO nanocomposite 
also followed a similar trend as the adsorption efficiency. 
Initially, the total adsorption increased with increasing 
dosage due to the availability of more adsorption sites. 
However, the adsorption capacity per unit mass (mg g-

1) typically decreases with higher dosages because the 
additional adsorbent does not proportionally increase the 
amount of adsorbate. However, beyond 0.25 g L-1, no 
significant changes in adsorption capacity were observed. 
The optimal adsorbent dosage of 0.25 g L-1 can 
be attributed to the balance between the available 
adsorption sites on the Fe3O4/MgO nanocomposite and 
the concentration of Pb(II) ions in the solution. At lower 
dosages, the number of active sites may be insufficient to 
accommodate all the Pb(II) ions, leading to incomplete 
adsorption. On the other hand, at higher dosages, excess 
adsorbent might result in aggregation or agglomeration, 
limiting the accessibility of active sites. This optimum 
dosage ensures the availability of sufficient active sites 
on the adsorbent while avoiding excessive aggregation. 

Effect of initial concentration

The initial concentration of Pb(II) ions varied within 
the range of 400 to 1000 mg L-1 while keeping other 
parameters constant. Figure 1b presents the variation in 
adsorption efficiency with different initial concentrations. 
The maximum removal efficiency was observed at 
an initial concentration of 600 mg L-1, resulting in 

a significant reduction in Pb(II) concentration. The 
adsorption capacity of the Fe3O4/MgO nanocomposites 
for Pb(II) ions also followed a similar trend as the 
adsorption efficiency. The adsorption capacity increased 
with the initial concentration up to 600 mg L-1 and then 
reached a plateau, suggesting saturation of the adsorption 
sites. The optimum initial concentration of 600 mg L-1 
can be attributed to a balance between the availability 
of Pb(II) ions and the adsorption capacity of the Fe3O4/
MgO nanocomposite. At lower initial concentrations, the 
limited number of metal ions may result in underutilization 
of the adsorbent’s capacity. Conversely, at higher initial 
concentrations, the active sites on the adsorbent may 
become overwhelmed, leading to reduced adsorption 
efficiency.

Effect of pH 

The initial concentration of Pb(II) ions was kept constant, 
while the pH of the solution was adjusted within the range 
of 4 to 10 using HCl and NaOH. The removal efficiency 
of Pb(II) ions using Fe3O4/MgO nanocomposite was 
strongly influenced by the pH of the solution. Figure 1c 
illustrates the variation in adsorption efficiency with 
different pH values. The maximum removal efficiency 
was observed at pH 7, resulting in a significant reduction 
in Pb(II) concentration. The surface charge of both 
Pb(II) ions and the Fe3O4/MgO nanocomposite is 
crucial in adsorption. At low pH values (pH < 7), the 
surface of the adsorbent is positively charged due to the 
protonation of surface hydroxyl groups. However, since 
Pb(II) ions are also positively charged, the adsorption in 
acidic conditions is less favourable due to electrostatic 
repulsion. As the pH increases and approaches neutral 
conditions, the adsorbent surface becomes less positively 
charged, reducing the repulsion between the adsorbent 
and Pb(II) ions, which enhances adsorption. At high pH 
values (pH > 7), the surface of the adsorbent becomes 
negatively charged due to the deprotonation of surface 
hydroxyl groups. This negatively charged surface can 
interact favourably with the positively charged Pb(II) 
ions through electrostatic attraction. However, at very 
high pH values, the formation of Pb(OH)₂ precipitates 
can occur, which reduces the amount of Pb(II) ions 
available for adsorption. Therefore, the optimized pH of 
7 can be attributed to a balance between surface charge 
interactions and the prevention of Pb(OH)₂ precipitation. 
The optimized pH of 7 can be attributed to the surface 
charge interaction between the Pb(II) ions and the 
adsorbent. 
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At pH 7, the adsorbent surface is slightly negatively 
charged, which promotes the electrostatic attraction and 
adsorption of Pb(II) ions. Additionally, at this pH, the 
hydroxylation of Pb(II) ions is insignificant, preventing 
the formation of Pb(OH)2 precipitates, which could reduce 
the adsorption efficiency. Therefore, pH 7 provides the 
optimum conditions for maximizing the electrostatic 
attraction between the adsorbent surface and Pb(II) ions. 
This study demonstrated that the maximum removal 
efficiency was achieved at pH 7, which can be attributed 
to the surface charge interaction between Pb(II) ions and 
the adsorbent. The slightly negatively charged surface 
of the adsorbent at pH 7 facilitated the electrostatic 
attraction and enhanced the adsorption of Pb(II) ions. 
Additionally, chemical binding or complexation, with a 
significant covalent component, may also play a crucial 
role in the adsorption process.

Effect of reaction time

The initial concentration of Pb(II) ions was kept constant, 
and the contact time varied from 0 to 150 minutes. Figure 
1d illustrates the variation in adsorption efficiency 
with different contact times. The adsorption efficiency 
increased rapidly within the first 50 minutes, followed 
by a slower increase until reaching equilibrium at 100 
minutes. After 120 minutes, there was no significant 
change in efficiency, indicating the attainment of 
equilibrium. The initial rapid increase in adsorption 
efficiency within the first 50 minutes can be attributed 
to the availability of a large number of active sites on the 
adsorbent surface. During this stage, the concentration 
gradient between the solution and the adsorbent surface 
is high, leading to rapid diffusion of Pb(II) ions to the 
adsorbent surface and subsequent adsorption. The 

Figure 1: (a) The effect of the rate of adsorbent dose (b) The effect of initial concentration of lead (c) Effect of pH on 
the efficiency of removing lead (d) Effect of contact time on the efficiency of removing lead
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adsorption process involves surface complexation, where 
Pb(II) ions form coordination bonds with active sites on 
the adsorbent surface. After the initial rapid increase, the 
adsorption efficiency gradually increases at a slower rate. 
This can be attributed to the reduction in the concentration 
gradient between the solution and the adsorbent surface 
as more Pb(II) ions are adsorbed. As the adsorption sites 
become occupied, the diffusion of Pb(II) ions to the 
remaining available sites becomes slower, resulting in a 
slower increase in adsorption efficiency. At 100 minutes, 
the adsorption efficiency starts to reach its maximum, 
indicating that the adsorption sites are nearly saturated. 
This study demonstrated that equilibrium was reached at 
120 minutes, with an initial rapid increase in efficiency 
within the first 50 minutes. The adsorption kinetics and 
equilibrium dynamics suggest that the adsorption process 
involves surface complexation and diffusion of Pb(II) 
ions to the active sites on the adsorbent surface. 

Kinetics and isotherms of Pb (II) adsorption

Equilibrium studies were conducted to investigate the 
adsorption behaviour of Pb(II) ions on Fe3O4/MgO 
nanocomposite (Figure 2a and 2b). The experiment 
was performed under optimized conditions, including a 

pH of 7, adsorbent dosage of 0.25 g L-1, initial Pb(II) 
concentration of 600 mg L-1, and reaction time of 120 
minutes. The equilibrium was achieved at 100 minutes, 
and further analysis was carried out at 120 minutes 
to ensure that equilibrium was reached. During the 
adsorption process, the concentration of Pb(II) ions 
gradually decreased with time. In the initial 50 minutes, a 
rapid reduction in concentration was observed, indicating 
a high adsorption rate. Subsequently, from 50 to 100 
minutes, the concentration reduction slowed down, 
and the equilibrium state was reached. This behaviour 
suggests that the adsorption process involved both a 
rapid surface adsorption phase and a slower intra-particle 
diffusion phase. The experimental adsorption capacity 
and removal efficiency of Fe3O4/MgO nanocomposite for 
Pb(II) ions were determined to be approximately 2399 
mg g⁻¹ and 99.98%, respectively. This high adsorption 
capacity indicates the strong affinity of Fe3O4/MgO 
nanocomposite towards Pb(II) ions and highlights their 
potential as efficient adsorbents for the removal of heavy 
metal pollutants from aqueous solutions. Comparison 
with previous literature findings related to the removal 
of Pb(II) ions using MgO nanoparticles revealed that the 
adsorption capacity of Fe3O4/MgO nanocomposite in this 
study is significantly higher (Supplementary Table S2). 

Figure 2: (a) Concentration variation with time (b) Adsorption capacity variation with time for Pb(II) adsorption

This enhancement can be attributed to the unique 
properties of the Fe3O4/MgO nanocomposite, such 
as their high surface area, well-defined morphology, 
and synergistic effects between Fe3O4 and MgO 
nanoparticles. The obtained equilibrium at 120 minutes, 
the gradual decrease in concentration with time, and 
the high experimental adsorption capacity of 2399.44 

mg g-1 highlight the effectiveness of the Fe3O4/MgO 
nanocomposite as adsorbents. The results consistently 
highlight the high adsorption capacity and efficiency 
of MgO nanoparticles in removing Pb(II) from aqueous 
solutions. The findings from these studies support and 
complement the superior adsorption performance of 
Fe3O4/MgO nanocomposites observed. 
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Adsorption kinetics of Pb(II) ions on Fe3O4/MgO 
nanocomposite was investigated using the pseudo-first-
order, pseudo-second-order, Webber Morris model, and 
liquid film diffusion model (Figures 3a to 3d; Table 1). 
The pseudo-first-order model assumes that the adsorption 
rate is proportional to the difference between the 
equilibrium and adsorbate concentrations. The pseudo-
second-order model considers the adsorption process 
as chemisorption involving the sharing or exchange 

of electrons between the adsorbate and adsorbent. The 
kinetic rate constants and correlation coefficients (R2) 
were determined for both models. For the pseudo-first-
order model, the calculated rate constant (k1) was found 
to be 5.52×10-2 min-1, and the correlation coefficient (R2) 
was 0.81. However, the experimental data did not fit well 
with the pseudo-first-order model, as indicated by the 
lower correlation coefficient.

Figure 3: (a and b) Nonlinear pseudo-first-order and pseudo-second-order kinetic plots; (c and d) the liquid film diffusion model and intra-
particle diffusion model plot of Pb(II) on Fe3O4/MgO nanocomposite
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suggesting that the adsorption of Pb(II) ions on Fe3O4/
MgO nanocomposite follows chemisorption kinetics. 
The Webber-Morris model indicated the importance 
of external film diffusion in the initial stages of 
adsorption. Furthermore, the liquid film diffusion model 
highlighted the role of mass transfer through the liquid 
film surrounding the adsorbent particles. These findings 
contribute to a better understanding of the adsorption 
kinetics and mechanisms involved in the removal of 
Pb(II) ions using Fe3O4/MgO nanocomposite. 

 The results of the isotherm models, namely Langmuir, 
Freundlich, and Temkin, are presented and discussed in 
this section (Figure 4a, 4b and 4c; Table 2). These models 
were used to analyze the adsorption behaviour of Pb(II) 
ions on Fe3O4/MgO nanocomposite. The Langmuir 
isotherm model assumes monolayer adsorption on a 
homogeneous surface with a limited number of adsorption 
sites. The Freundlich isotherm model describes the 
adsorption on heterogeneous surfaces with multilayer 
adsorption. The Temkin isotherm model assumes a 
uniform distribution of binding energies and accounts 
for the effects of adsorbate-adsorbent interactions. In our 
study, the experimental data were fitted to these isotherm 
models using regression analysis. The regression 
coefficients (R2) were used to evaluate the goodness of 
fit for each model. 

Kinetics model Kinetic equation Parameter Value

Pseudo-first-order qe (mg g-1) 5223.43

k1 (× 10-2 min-1) 5.52

R2 0.81

Pseudo-second-order qe (mg g-1) 3247.04

k2 (×10-6 g mg-1 min-1) 7.19

R2 0.997

Liquid film diffusion kLF (× 10-2 min-1) 5.52

R2 0.81

Intra-particle diffusion Initial region

kdif (mg g-1 min-0.5) 316.98

C -341.47

R2 0.999

Late region

kdif (mg g-1 min-0.5) 174.45

C 642.72

R2 0.998

Table 1: Fitting parameters of pseudo first order, pseudo second order, liquid film diffusion model, 
and IPD (Intra-particle diffusion) rate constants and intercept values of Webber and Morris 
for Pb(II) adsorption

On the other hand, the pseudo-second-order model 
showed a better fit to the experimental data. The 
calculated rate constant (k2) was 7.19×10-6 g mg-1 min-1, 
and the correlation coefficient (R2) was 0.997. The higher 
correlation coefficient suggests that the pseudo-second-
order model more accurately describes the adsorption 
kinetics of Pb(II) ions on Fe3O4/MgO nanocomposite. 
Furthermore, the Webber Morris model was applied to 
evaluate the adsorption mechanism. The model consists 
of two regions: an initial region where the adsorption 
process is dominated by external film diffusion and a 
late region where intra-particle diffusion becomes the 
rate-controlling step. The initial region exhibited better 
efficiency (R² = 0.999) with a higher adsorption rate 
constant (kdiff = 316.98 mg g⁻¹ min⁻⁰.⁵) compared to the 
late region (kdiff = 174.45 mg g⁻¹ min⁻⁰.⁵). This indicates 
that external film diffusion played a significant role in the 
early stages of the adsorption process. Additionally, the 
liquid film diffusion model was considered to understand 
the mass transfer mechanisms during adsorption. The 
model accounts for the resistance of mass transfer in 
the liquid film surrounding the adsorbent particles. The 
calculated film diffusion coefficient kLF was found to be 
5.524×10-2 min-1. This value indicates the effectiveness of 
the liquid film diffusion process in the overall adsorption 
mechanism. Comparing the results of the different kinetic 
models, it can be concluded that the pseudo-second-order 
model provided the best fit to the experimental data, 
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Figure 4: (a.) Langmuir model fit and (b.) Freundlich model fit (c.) Temkin model for adsorption of Pb(II) on Fe3O4/MgO 
nanocomposite

Table 2: Fitting parameters of Langmuir model, Freundlich model, and Temkin model for 
Pb(II) adsorption

Isotherm model Equation Parameter Value

Langmuir qm (mg g-1) 2615.35

KL (× 10-3 L mg-1) 1.57

R2 0.993

Freundlich n 1.26

KF (L mg-1) 8.75

R2 0.994

Temkin b (J mol-1) 6.2

KT (L mg-1) 3.03×10-2

R2 0.956
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The results showed that the Freundlich model provided 
a slightly better regression coefficient (R² = 0.994) 
compared to the Langmuir model (R² = 0.993), while 
both models performed significantly better than the 
Temkin model (R² = 0.956) for the removal of Pb(II) 
ions using Fe3O4/MgO nanocomposite. This indicates 
the adsorption process follows a multilayer adsorption 
mechanism on a heterogeneous surface. The Langmuir 
and Temkin models, although not providing as good a 
fit as the Freundlich model, still showed reasonable 
correlation coefficients. This suggests that there may be 
some monolayer adsorption and interactions between 
the adsorbate and adsorbent surface. Therefore, specific 
values of the Freundlich constant (kF) and exponent 
(n) should be discussed. For instance, a high value of 
the constant (kF = 8.75) implies a higher adsorption 
capacity, while an exponent (n) close to unity (n = 1.26) 
suggests favourable adsorption intensity (Table 2). 
The higher adsorption capacity (kF) and favourable 
adsorption intensity (n) indicate the effectiveness of the 
nanocomposite in removing Pb(II) ions from aqueous 
solutions. Overall, the results from the isotherm models, 
along with the specific parameter values (Table 2), 
confirm that the Freundlich model provides a better fit to 
the experimental data and highlights the significance of 
adsorption intensity in the removal of Pb(II) ions using 
Fe3O4/MgO nanocomposite. By fitting the experimental 
data to the Temkin isotherm equation, we can obtain 
the values of the Temkin constant (b = 6.2) and the 
equilibrium binding constant (KTemkin = 3.03×10-2), 
which provide insights into the adsorption process. The 
obtained results showed that the Temkin model provided 
a relatively lower regression coefficient (0.956) compared 
to the Freundlich model. This suggests that the Temkin 
model may not be the most suitable model for describing 
the adsorption behaviour of Pb(II) ions on Fe3O4/MgO 
nanocomposite in our experimental conditions. However, 
it is important to note that the applicability of the Temkin 
model depends on various factors such as the nature of 
the adsorbate and adsorbent, as well as the experimental 
conditions. Therefore, further investigations and 
variations in experimental parameters may be required 
to better understand the suitability and limitations of the 
Temkin model for the adsorption of Pb(II) ions using 
Fe3O4/MgO nanocomposite. 

 In conclusion, while the Temkin model was utilized 
in our study, the obtained results indicated that the 
Freundlich model provided a better fit to the experimental 
data. This suggests that the Freundlich model may 
be more appropriate for describing the adsorption 
behaviour of Pb(II) ions on Fe3O4/MgO nanocomposite. 

However, further research and analysis are needed to 
gain a comprehensive understanding of the adsorption 
mechanism and optimize the adsorption process for 
effective removal of Pb(II) ions. Overall, the results of 
the isotherm models indicate that the adsorption of Pb(II) 
ions on Fe3O4/MgO nanocomposite is influenced by both 
monolayer and multilayer adsorption mechanisms. 

CONCLUSION

The removal of Pb(II) ions using Fe3O4/MgO 
nanocomposite has been successfully investigated, 
and the following conclusions can be drawn from the 
experimental results. Firstly, the initial concentration 
of Pb(II) ions significantly influenced the adsorption 
capacity of the nanocomposite. Higher initial 
concentrations resulted in higher adsorption capacities, 
indicating that the adsorption process is concentration-
dependent. Secondly, the adsorbent dosage played a 
crucial role in the adsorption efficiency. Increasing the 
dosage of Fe3O4/MgO nanocomposite led to an increase 
in the adsorption efficiency, reaching a maximum point 
where further increase in dosage did not significantly 
affect the adsorption efficiency. Thirdly, the pH of the 
solution had a notable impact on the adsorption process. 
The highest adsorption capacity was observed at an 
optimal pH value, suggesting the pH-dependent nature 
of the adsorption mechanism. The nanocomposite 
exhibited better adsorption performance at neutral pH 
(pH = 7). Furthermore, the reaction time was found 
to be an essential parameter in achieving equilibrium 
adsorption. The adsorption process reached equilibrium 
within a specific time period, and prolonged contact time 
did not significantly affect the adsorption capacity. The 
experimental adsorbent capacity and removal efficiency 
were determined as 2399.44 mg g-1 and 99.98%, 
respectively. The Freundlich model provided a better 
fit, indicating multilayer adsorption on a heterogeneous 
surface. The pseudo-second-order model described the 
kinetics, suggesting chemisorption as the rate-controlling 
step. SEM-EDS, XRD, FTIR, and VSM techniques 
confirmed successful nanocomposite synthesis, revealing 
pyramid-like and irregular crystal morphology, crystalline 
cubic Fe3O4 and MgO phases, chemical interactions, and 
superparamagnetic behaviour. These findings contribute 
to understanding Pb(II) ion adsorption using Fe3O4/MgO 
nanocomposite, highlighting their promising applications 
in environmental remediation. This study proved the 
enhancement of the removal efficiency and adsorption 
capacity for Pb(II) ions using sol-gel synthesized Fe3O4/
MgO nanocomposite, compared with previously reported 
literature. 
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Supplementary data

Figure S1(a): SEM image of Fe3O4/MgO nanocomposites Figure S1(b): SEM image of Pb(II) adsorbed Fe3O4/MgO 
nanocomposites

Figure S1(c): EDS analysis of Fe3O4/MgO nanocomposites

Figure S1(d): EDS analysis of Fe3O4/MgO nanocomposites
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Figure S2(a): XRD analysis of Fe3O4/MgO nanocomposites Figure S2(b): XRD analysis of Pb(II) adsorbed Fe3O4/MgO 
nanocomposites

Figure S3: FTIR comparison between Fe3O4/MgO (Curve a) and 
Pb(II)-Fe3O4/MgO (Curve b)

Figure S4: VSM data of Fe3O4/MgO nanocomposites (Hmax: 390 
kA/m/4.896 kOe, Temperature: 272.3 K)

Fe3O4/MgO 
nanocomposites

Pb(II)-Fe3O4/MgO 
nanocomposites

Elements Weight% Atomic% Weight% Atomic%

C K 12.23 22.72 10.53 22.30

O K 30.00 41.85 37.61 59.79

Fe L 28.97 11.58 7.06 3.22

MgK 25.55 23.46 9.95 10.41

PbM 34.84 4.28

Table S1: Weight %, and Atomic % of Fe3O4/MgO nanocomposites, 
and Pb(II) adsorbed Fe3O4/MgO nanocomposites
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Adsorbent Pollutant Adsorption 
capacity (mg g-1)

Reference

MgO/Fe3O4 Phosphate 2.95 (Habiby et al., 2019)

Fe3O4/MgO Amaranth dye 37.98 (Salem & Ahmed, 2016)

MgO cores with silica 
coated nano magnetite

Pb(II)
Cd(II)
Cu(II)

238 
85.1 
33.5 

(Namvar-mahboub et al., 2020)

MgO-Coated Fe3O4 F 10.96 (Minju et al., 2015)

Fe3O4/MgO Pb(II) 2399.44 
(experimental)

This study

Table S2: Comparison of loading capacities of MgO with Fe3O4 for various adsorbate
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Abstract: The data vortex (DV) switch was originally designed 
as an all optical interconnection network for high performance 
computing (HPC) applications. It was highly scalable with low 
latency and high throughput, compared to traditional switches 
used for optical packet switching (OPS) and HPC applications. 
The equivalent planar (chained MIN) model of the DV, proposed 
in previous literature, is a planar diagrammatic conversion 
of a 3-D model of the DV network. In this paper, we will 
focus on exploring a new, efficient and improved generalized 
algorithm that enables the arrangement of routing pathways 
to be implemented as an equivalent planar architecture (EPA, 
chained MIN) of a DV to find all possible routes between each 
source and target node pair. The original 3-D architecture of 
any size can be converted to a planar structure more simply 
by using the new generalized equivalent planar architecture 
(EPA) algorithm. To verify the proposed EPA algorithm, it was 
tested with different input traffic loads and network sizes while 
keeping the active angle ‘A’ constant. Network performance 
parameters, including injection rate (throughput) and latency 
(mean hops), obtained from simulation results are also provided 
to confirm the validity of the proposed EPA algorithm. This new 
algorithm is versatile, simpler and can be applied to networks 
of various sizes.

Keywords: Data vortex, equivalent planar architecture 
algorithm, high performance computing, optical buffering, 
optical interconnections, optical packet switching.

INTRODUCTION

High-performance computing systems (HPCSs) show 
that future higher generation supercomputers will require 
a large number of processors. The trend of increasing 
processor numbers to achieve better system performance 
highlights the importance of the high bandwidth (BW) 
interconnection system. A moderate system that causes 
multi-cycle delays on each inter-processor or processor 
to memory message can become a significant barrier 
in a parallel framework. To help mitigate this potential 
issue, lower latency optical fiber systems can  replace 
electrical wire net-works. Delay is additionally 
reduced by implementing dense wavelength division 
multiplexing (DWDM) (Glabowski et al., 2020), which 
makes messages broad in the frequency domain (FD) and 
narrow in the time domain (TD). However, a significant 
obstacle to utilizing multistage optical DWDM systems is 
the lack of random access optical memory. This requires 
converting messages from an optical to electrical (O/E) 
structure within the system for storage purposes, and 
then converting them back from electrical to optical                   
(E/O) structure later. This limits the switching speed while 
also increasing power consumption (Chen, 2019; Jokar 
et al., 2020). To avoid this costly transformation at each 
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node of network conflict, buffering can be completely 
eliminated by using a deflection routing strategy. 
This creates a clear pathway for all-optical end to end 
communication throughout the system maintaining data 
flow and effectively bypassing any data drops or stops 
within the network. This eliminates message congestion 
within the network except for that experienced at the 
ingress nodes when a message is injected (Hawkins & 
Wills, 2006). Optical pathway interconnection systems 
utilizing dense wavelength division multiplexing can 
significantly improve supercomputer performance. A 
detailed study indicates that the lack of  efficient optical 
buffering in optical packet switching (OPS) networks 
requires the exploration of new topologies and routing 
systems (Hawkins et al., 2007).

 As the number of nodes in the network increases, the 
need for internode communication grows exponentially. 
Hence, it is essential to design an efficient interconnection 
network (Halla et al., 2021). Storing a large amount of 
data in data centres (DCs) and exchanging global data 
traffic require a large number of servers for large data 
centre networks (DCNs) to manage inter-server traffic. 
This has imposed the need for an ultra-high capacity 
interconnection network with fast switching speeds, at 
each switching node (Glick, 2017; Proietti et al., 2018;  
Andreades et al., 2019; Lallas, 2019).
  
 The data vortex network is built on a multistage Banyan 
network architecture with a concentric cylinder structure 
and a distributed deflection routing control scheme to 
optimize packet switching and resolve contention. This 
innovative approach enhances the efficiency, scalability, 
and performance of the network (Duro et al., 2021).

 Likewise, as internet traffic continues to grow 
exponentially, data centres must scale their networks 
to handle higher volumes of data efficiently. This 
necessitates high-performance networks capable of 
rapid data transmission and processing (Sangeetha et al., 
2023). To meet the increasing demands for high-speed 
and long-distance communications, data centres are 
turning to fiber interconnections and optical switching 
technologies. Fiber optics provide the necessary 
bandwidth and scalability, while optical switches enable 
faster, more efficient data routing with reduced latency 
(Zhao et al., 2023).

 The increasing volume of traffic necessitates lower 
latency interconnection networks for future next-
generation DCNs. This also calls for the investigation 
of new modified topologies to increase the transmission 

capacities by increasing the bisection bandwidth of DCNs. 
It is also crucial that large traffic loads flow seamlessly 
from the optical layer (Soto, 2018; Minakhmetor, 2019; 
Minakhmetor et al., 2020). The rapid expansion of cloud 
services has led to a significant increase in the number 
of servers within data centres. High server density 
generates substantial intra-data centre traffic, requiring 
network topologies that can efficiently manage and route 
this traffic while minimizing latency and bottlenecks 
(Castillo, 2022).
      
 Fortunately, the data vortex switch was originally 
designed as an all optical interconnection network for HPC 
applications (Reed, 1999). It was highly scalable, with 
low latency and narrow latency distribution compared 
to traditional switches used for OPS HPC applications. 
Later, the Data Vortex switch was investigated in 
references (Yang et al.,2001; Yang & Bergman, 2002a; 
Yang & Bergman, 2002b; Lu et al., 2003; Papadimitriou 
et al., 2003; Shacham et al., 2005; Shacham & Bergman, 
2007). For the first time, the equivalent chained planar 
(MIN) model, which is a planar diagrammatic conversion 
of a 3-D model DV network was presented (Sharma 
et al., 2004; Sharma et al., 2006; Sharma et al., 2007a). 
This planar representation of DV from 3-D was very 
useful for studying fault tolerance, terminal reliability, 
network reliability of DV, and comparison with other 
MIN models, which were not considered previously 
(Sharma et al., 2007a). 

 The augmented data vortex (ADV) network was 
proposed to enhance fault tolerance, terminal reliability, 
injection rate, latency and latency distribution of DV 
networks (Sharma et al., 2007a; Sharma et al., 2007b). 
Furthermore, the hardware planar layout of the Data 
Vortex was developed by Q. Yang as described in 
reference (Yang, 2012). A reverse DV architecture was 
proposed by Sangeetha et al., (2013) and a bidirectional 
DV architecture (Sangeetha et al., 2014). To ensure 
good quality of service (QoS) in OPS interconnection 
networks, a modular data vortex with hybrid switching 
was proposed in DV networks (Yang., 2014). The Data 
Vortex switch design is not only suitable for traditional 
HPCS, but also effective for asymmetrical access patterns 
and complex data analytics (Gioiosa et al., 2016). It is 
also suitable for sporadic applications (Gioiosa et al., 
2017). After a detailed analysis it was observed that the 
DV not only has an inherent ability to overcome the 
limitations of earlier photonic technologies, but is also a 
versatile switch suitable for multiple applications using 
all optical packet switching.
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For the simulations or analytics discussed in the literature 
above, the first step is to generate the interconnections 
of the 3-D DV switch. Additionally, Sharma (2007a), 
demonstrates that the equivalent planar prototype (EPA) 
architecture of 3-D DV is beneficial for fault tolerance 
and reliability analysis when compared to other MINs, 
QoS implementations etc.

 In the above context, this paper aims to present 
an improved, generalized and efficient algorithm for 
generating the equivalent planar architecture (EPA) of 
the 3-D data vortex architecture. This will be achieved 
by utilizing the unique features of the C++ language to 
establish all potential interconnections between each 
source-target node pair. Earlier, an algorithm (Sharma 
et al., 2004) was proposed to identify all possible routes 
in the data vortex switch, which also generated the EPA 
of a DV switch for the first time, albeit with limited 
versatility. This architecture has potential applications in 
various areas, such as survivability, congestion control 
and quality of service (QoS) applications. By utilizing 
the EPA, the creation of backup paths can be strategically 
planned, for use in the event of a network failure. The 
proposed algorithm can also assess fault tolerance by 
evaluating different links and node failures. Additionally, 
the performance of the planar architecture such as 
injection rate and latency is evaluated through numerical 
simulation written in C++.

 The proposed EPA algorithm offers a significantly 
more adaptable configuration for various network 
levels, and  research confirms that it provides routing 
performance comparable to the original structure. Due 
to the adaptability of the new planar design, future 
studies may investigate further improvements in routing 
resources and execution. The generalized algorithm 
facilitates smooth and fault free interconnections with 
high scalability.

 
MATERIALS AND METHODS

Original data vortex architecture

The original DV switch architecture was designed by 
Yang et al. (2001), supporting all optical OPS applications 
by using fewer switching and logic functions and 
avoiding the need for internal buffering in the network. 
In this 3-D design, the authors utilized two techniques 
to eliminate packet conflict and minimize the number of 
logic decisions required. These techniques, ‘synchronous 
packet clocking’ and ‘distributed control signalling’ 

are useful to route data payload traffic easily in the 
optical network. A detailed explanation of the original 
architecture can be found in (Yang et al., 2001; Yang & 
Bergman, 2002a; Yang & Bergman, 2002b; Lu et al., 
2003; Papadimitriou et al., 2003; Shacham et al., 2005; 
Shacham & Bergman, 2007).

 In the design of the original DV, it was assumed that 
all packets were of similar size and had better timing 
alignment at the entry point from the input terminal. 
To manage synchronous slotted function, the routing 
pathways were properly designed. The routing nodes 
existed on a rich collection of concentric cylinders. The 
cylindrical design was defined by two dimensions: the 
height parameter ‘H’ corresponded to the number of nodes 
lying across the cylinder height and, the angle parameter 
‘A’ should be an odd number less than 10. A lot of work 
has been done by researchers at Columbia University 
and Georgia Tech. and their simulation results show that 
the DV switch architecture achieves better performance 
when the angle parameter is a small odd number less than 
10 (Dong et al., 2008).The angle corresponds to the count 
of nodes across the circumference. ‘H×A’ represents the 
total count of nodes in each cylinder. The total count of 
cylinders can be calculated by ‘C=1+log2H’. The total 
count of nodes in the entire architecture of the switch is 
‘C×H×A’ with ‘H×A’ I/O ports.

 Figure 1 shows a 3-D architecture for an A=3, H=4, 
C=3 DV switch fabric. Each square point represents a 
routing node. Each node (square point) is addressed 
by coordinates (a,c,h), where ‘0≤a<A’, ‘0≤h<H’ and 
‘0≤c<C’. All the packets ingress at the c=0 cylinder level 
(outermost level) and exit at the c=log2H level (innermost 
level). Each packet adopts a self-routing scheme. At each 
cylinder level, the di bit of the payload header (binary) 
is compared with the di bit of node height. Here, ‘i’ is 
the current cylinder level. Suppose if a packet ingresses 
from c=0 (outermost) cylinder level then i is 0 (zero). 
At each level, packets are progressed in a synchronized 
way and in a parallel manner.

 The mapping arrangement can be understood from 
the given example of an H=4 switch design (shown in 
Figure 1). The dashed-line pathways between adjacent 
cylinders maintain a consistent height as they are solely 
used to forward the packets. Conflict prevention, and 
therefore the required reduction in processing at the 
nodes, is achieved through independent control bits. 
Control messages are exchanged between nodes before  
a packet arrives at a given node to establish the correct 
routing option within the network.
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Figure 1: Interconnection arrangement of the original DV switch with 
adjacent cylinders for A=3, C=3, H=4 (Yang et al., 2001) 

Equivalent planar architecture (EPA) of DV 

In the EPA architecture of DV, each three-dimensional 
cylinder level corresponds to the respective layer as 
shown in Figure 2 (Sharma et al., 2007a). Thus, layer-
0 represents the c=0 cylinder level (outermost cylinder) 
and layer M represents the cylinder level c=log2H 
(innermost cylinder). In each layer of the EPA, we have 
2c subsections or rings. The total count of layers (L) 
should be equal to log2H+1 (equal to the total count of 
cylinders). In the EPA structure the I/O node count is also 
A×H. The total node count in a switch is A×C×H. The 
interconnection arrangement for each layer is the same, 
as given in Figure 1, for a distinct level of cylinders. 
The data packet enters from the input node of the 
outermost layer, i.e., layer 0, and exits from the output 
node from the innermost layer i.e., from layer log2H. 
The interconnection links between the layers cross in a 
binary tree fashion. In this type of arrangement, the next 
most significant bit (MSB) of the header address is fixed 
before the packet advances to the next adjacent layer. 
Interconnection links between layers forward packets to 
the correct destination. 

 Suppose we have an EPA design with A=3, H=4, 
and L=3 where a node is represented by (a,c,h). Every 
node has 2 input and 2 output connections. In the case of 
inputs, one input connects from the outer adjacent layer 
and another input connects from the current layer. In the 
case of outputs, one output goes to the adjacent inner 
layer and another output to the current layer. 

The interconnection arrangement and self- routing 
scheme to forward the packets are the same as in the 
original DV. In the EPA, every node (a,c,h) and its 2 
output connecting nodes are transformed into their 
equivalent representations in decimal form  by the 
following expressions (Sharma et al.,2004): 
 

     ndNode H a A H c h  ...(1)

To find out the node on the current layer, represented 
by ‘sndNode’, which is interconnected to ‘ndNode’, the 
interconnection pattern shown in Figure 1 is as follows:

    sndNode H nxa A H c nxh  ...(2)

To find ‘nxa’, the expression is

( 1)%nxa a A  ...(3) 
                                                  
and ‘nxh’ can be found by the interconnection arrangement 
described in previous section.

To find the node on the next adjacent layer, ‘índNode’ is 
connected to ‘ndNode’ and the expression is 

  ( 1)   indNode H nxa A H c h  ...(4) 
    
Example: Suppose the node to be taken as (a=1, c=0, 
h=3), with A=3, H=4, L=3.

Then, nxa=2. nxh=0, given values are substituted in 
equation (1), (2) and (4) 
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Figure 2: Equivalent planar architecture (EPA) for 3-D original DV architecture of size A=3, 
L=3, H=4 (Sharma et al., 2007a)

ndNode = 4×1+(3×4)×0+3=7
sndNode =4×2+(3×4)×0+0=8
indNode=4×2+(3×4)×(0+1)+3=23

In a similar way, the remaining decimal values of 
interconnecting nodes can be found for the rest of the 
nodes.
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 Figure 3: Flow chart of the proposed generalized equivalent planar architecture algorithm of DV (EPAA-DV) 
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Flow chart and advantages of proposed EPA  

The flow chart of the algorithm is described in Figure 
3.The steps of the EPAA-DV algorithm are given 
below:

Step 1: Initialize the angle A, and height H as inputs.
Step 2: Initialize the columnindex, let 

columnindex=0.
Step 3: If (columnindex<C), go to step 4,
 Else, go to step 9,
Step 4: Initialize rowindex, let rowindex=0,
Step 5: If (rowindex<(A×H)), go to step 6,
 Else, columnindex++ and go to step 3,
Step 6: Calculate a, c, h, ndNode, nxa, nxh, sndNode, 

indNode, 
 for [rowindex] [columnindex],
Step 7: rowindex++ , Go to step 5
              Else, columnindex++ and go to step 3,
Step 8: End,
Step 9: Create two dimensional array of (A×H) by C 

node pointer
Step 10: Populate the node pointer array with address of 

nodes according to 
 the values of snd, nd, ind.
Step 11 : Create output view.
Step 12 : End.

1. The main advantage of a generalised EPA algorithm is 
that it can generate an equivalent planar architecture 
layout of 3-D, DV for any given size such as A and 
H.

2. The EPA algorithm simplifies the generation of 
interconnections of the original DV network in a 
fault-free and efficient manner, and hence it is easy 
to compare its topology with other similar types of 
MINs.

3. Here the 3-dimensional structure is converted into 
a planar architecture with multiple layers of routing 
levels making  new construction and integration fast 
and easy with the help of this algorithm.

4. Since a new architecture is designed equivalent to the 
original DV network, the routing performance such 
as latency and throughput, is similar to that of the 
original DV network under similar system working 
conditions. 

5. The proposed EPAA-DV algorithm is an improvement 
over the earlier algorithm as it is based on C++ 
language. An artificial simulation environment has 
been developed using threading, design of classes, 
file sharing, arrays and all other features of the C++ 

language. A programme in C++ language has been 
developed that automatically evaluates the nodes and 
represents all the nodes in a planar view with respect 
to each layer.

Proposed equivalent planar architecture algorithm 
(EPAA) performance analysis

The goal of our study is to explore the key performance 
parameters of an equivalent planar architecture of DV, 
generated using the new algorithm, which includes 
latency of switch and injection rate (IR). This will be 
done through numerical simulations based on an event 
simulator written in C++ environment. The statistics 
will be collected over 1000 clock cycles after the initial 
transient period. To transmit the data packets from source 
to target a uniform random traffic model will be used. In 
random traffic, the time slot of each packet injection is 
independent of other time slot injections. The amount of 
input traffic is identified by a parameter named the load 
parameter defined as the fraction of time a new packet 
injection is attempted. A load parameter of 0.5 indicates 
that a new packet injection is attempted at every other time 
slot. To simplify the investigation, only the height details 
of output ports are coded as the packet target address. All 
accessible angles accept the switched data packets at the 
output ports. The network performance of the equivalent 
planar architecture of DV will be investigated under 
different loads and for different switch sizes with the 
main performance evaluation parameters being latency 
and IR. 

 Table 1 shows different network arrangements of 
the Data Vortex switch for comparison. The following 
network arrangements labelled L, M, N and O are 
compared. Each network supports a different number 
of inputs and outputs. In network ‘M’ the number of 
switches used is between that of network ‘L’ and ‘N’. All 
of the network architectures use the same active angle 
A=5.

Network Name ‘A’ ‘H’ Total Nodes

L 5 4 60

M 5 8 160

N 5 16 400

O 5 32 3160

Table  1: Different network arrangements of the 
DV Switch 
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Latency

The latency of a switching architecture is defined as the 
mean number of hops travelled by packets to reach the 
target. 

 Figure 4a shows the latency presented as a function 
of the switch size with A=5 for various loads. From the 
figure and Table 2, it is observed that the latency of the 
switch is low for small switch sizes and light loads, 
which is likely due to low traffic density. The planar 
DV showed almost a similar performance as reported by 
Reed (1999).

 Due to the low traffic volume in a small switch, the  
likelihood of deflection is also reduced. In Figure 4a and 
Table 2, at full load 1.0, the switch requires 5 hops to 
reach its target for H=4, however, for H=32, it needs 15 

Network  arrangements Traffic  loads 

latency 0.1 0.4 0.6 1

Network L 0.5 2 4 5

Network M 1 4 7 9

Network N 1 7 11 13

Network O 2 10 12 15

Table  2: Latency (mean hops) performance under varying input 
traffic loads for different arrangements of DV

hops. The reason is evident since with a small switch 
size there is less traffic congestion, and the probability of 
deflection is low. As the switch size increases the latency 
also increases but the behaviour of the planar switch 
remains consistent with the findings of Yang et al., 
(2001).

Injection rate

The injection rate (IR) is defined as the ratio of 
successfully injected packets into the first layer of the 
switch over the total number of injection trials.

 In Figure 4.1(b), the IR is plotted as a function of 
input loads for different switch heights with angle A=5. 
From the figure and Table 3, it can be observed that as 
the load increases the IR decreases, while for small loads 
the IR is good.

Network arrangements Traffic loads

injection rate ( %) 0.1 0.2 0.4 0.6 0.8 1

Network L 97 89 80 74 69 55

Network M 98 91 58 51 40 31

Network N 80 59 44 39 35 32

Network O 94 75 55 45 40 34

Table 3: Injection rate (IR) performances for varying input traffic 
loads on different network arrangements of DV

Figure 4: (a) Latency performance comparison for varying loads on different network arrangements of the DV 
 (b) Injection rate performance comparison for varying traffic loads on different   network arrangements of DV
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RESULTS AND DISCUSSION 

The proposed EPA algorithm (see Figure 3) was utilized 
to identify all potential interconnections of the DV and 
validate the routes between any source-target pair. As 
mentioned earlier, the packet enters from the input node 
at layer 0 and exits from the output node at layer log2H. 
As the packet moves from outer layers to the inner layer it 
updates the next most significant bit (MSB) of the header 
address before advancing to the next adjacent layer. It 
also maintains a consistent height during this process. 
However, if the destined inner layer interconnection link 
is blocked due to a header mismatch or the priority of 
another node, then the packet deflects within the current 
layer from ndNode (nd) to sndNode (snd). For example, 
in Figure 2,  the Equivalent Planar Architecture is 
illustrated for a planar switch size of  ‘A’=3 and ‘H’=4. 

 To confirm the routing of the DV, let’s consider a 
packet entering from the node address (2,0,1) or nd = 
9 (from equation 1). The number of header bits count 
can be obtained using the formula log2H. Here, with 
H=4 the frame has 2 bits header (binary). This indicates 
the destination address is 1, which was inserted into the 
packet upon injection at the input link of the input node 
at the 0th layer level. To verify the routing process only 
one packet was injected. In Figure 2, it is shown that the 
packet entered the inner layer 1 at node address (2,0,1) 
and by comparing the MSB of the packet’s header bit 
with the corresponding MSB of the node’s height it 
progresses into the next adjacent layer indNode (ind) 
=13 (from equation 4)  or (0,1,1). Again the same step 
for header decoding is repeated and the packet enters the 
next adjacent layer, which is layer 1 at node (1,2,1). In 
this example, layer 2 is the last or innermost layer. It is 
assumed that if the packet’s header address matches the 
targeted node height of the last layer then the packet will 
exit successfully from that node if the output link is free. 
This can be seen  in Figure 5, which shows the same 
routing path as explained above.

Verification of routing of the planar DV by EPA 
Algorithm for planar switch size A=3 and H=4

1.

nd=0
a=0,c=0,h=0

nxa=1
nxh=2
snd=6
ind=16

nd=16
a=1,c=1,h=0

nxa=2
nxh=1
snd=21
ind=32

nd=32
a=2,c=2,h=0

nxa=0
nxh=0
snd=24
ind=36

2.

nd=6
a=1,c=0,h=2

nxa=2
nxh=1
snd=9
ind=22

nd=21
a=2,c=1,h=1

nxa=0
nxh=0
snd=12
ind=25

nd=24
a=0,c=2,h=0

nxa=1
nxh=0
snd=28
ind=40

3.

nd=9
a=2,c=0,h=1

nxa=0
nxh=3
snd=3
ind=13

nd=12
a=0,c=1,h=0

nxa=1
nxh=1
snd=17
ind=28

nd=28
a=1,c=2,h=0

nxa=2
nxh=0
snd=32
ind=44

4.

nd=3
a=0,c=0,h=3

nxa=1
nxh=0
snd=4
ind=19

nd=17
a=1,c=1,h=1

nxa=2
nxh=0
snd=20
ind=33

nd=33
a=2,c=2,h=1

nxa=0
nxh=1
snd=25
ind=37

5.

nd=4
a=1,c=0,h=0

nxa=2
nxh=2
snd=10
ind=20

nd=20
a=2,c=1,h=0

nxa=0
nxh=1
snd=13
ind=24

nd=25
a=0,c=2,h=1

nxa=1
nxh=1
snd=29
ind=41

6.

nd=10
a=2,c=0,h=2

nxa=0
nxh=1
snd=1
ind=14

nd=13
a=0,c=1,h=1

nxa=1
nxh=0
snd=16
ind=29

nd=29
a=1,c=2,h=1

nxa=2
nxh=1
snd=33
ind=45

7.

nd=1
a=0,c=0,h=1

nxa=1
nxh=3
snd=7
ind=17

nd=18
a=1,c=1,h=2

nxa=2
nxh=3
snd=23
ind=34

nd=34
a=2,c=2,h=2

nxa=0
nxh=2
snd=26
ind=38

8.

nd=7
a=1,c=0,h=3

nxa=2
nxh=0
snd=8
ind=23

nd=23
a=2,c=1,h=3

nxa=0
nxh=2
snd=14
ind=27

nd=26
a=0,c=2,h=2

nxa=1
nxh=2
snd=30
ind=42

9.

nd=8
a=2,c=0,h=0

nxa=0
nxh=2
snd=2
ind=12

nd=14
a=0,c=1,h=2

nxa=1
nxh=3
snd=19
ind=30

nd=30
a=1,c=2,h=2

nxa=2
nxh=2
snd=34
ind=46

10.

nd=2
a=0,c=0,h=2

nxa=1
nxh=1
snd=5
ind=18

nd=19
a=1,c=1,h=3

nxa=2
nxh=2
snd=22
ind=35

nd=35
a=2,c=2,h=3

nxa=0
nxh=3
snd=27
ind=39
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11.

nd=5
a=1,c=0,h=1

nxa=2
nxh=3
snd=11
ind=21

nd=22
a=2,c=1,h=2

nxa=0
nxh=3
snd=15
ind=26

nd=27
a=0,c=2,h=3

nxa=1
nxh=3
snd=31
ind=43

12.

nd=11
a=2,c=0,h=3

nxa=0
nxh=0
snd=0
ind=15

nd=15
a=0,c=1,h=3

nxa=1
nxh=2
snd=18
ind=31

nd=31
a=1,c=2,h=3

nxa=2
nxh=3
snd=35
ind=47

Flow is as follows:

Data Fed: 64321 in Node 9 on Layer 1 where c=0

The binary form of 64321 is 1111101101000001
Number of header bits 2

nd=9
a=2,c=0,h=1

nxa=0
nxh=3
snd=3
ind=13
nd=13

a=0,c=1,h=1
nxa=1
nxh=0
snd=16
ind=29
nd=29

a=1,c=2,h=1
nxa=2
nxh=1
snd=33
ind=45

Finally, 64321 reached its destination after 2 hops.

Figure 5:  Verification of routing path using the EPA algorithm

CONCLUSION 

In this paper an efficient and improved generalized 
equivalent planar architecture algorithm for data 
vortex has been developed. The main advantage of 
this algorithm is that it is able to identify all possible 
connections between every node-pair in the data vortex 
network and enable the design of circuits in equivalent 
planar model for any given size in simpler and more 
versatile way as compared to the methods used in earlier 

literature. In addition, simulations were conducted to 
analyze the performance of the proposed EPA algorithm 
by including different network sizes with a wide 
dynamic range of varying input traffic loads to validate 
the results. Two performance parameters, latency of 
switching architecture and injection rate, were studied. 
Their behaviour was found to be similar which validated 
the routing behaviour to be similar to the original DV 
but easier to study in terms of fault tolerance. Based on 
these results, the proposed algorithm can be considered 
as a strong candidate for large scale systems, parallel 
computing and HPCS applications. The EPA algorithm 
is versatile and can easily adapt to the diverse needs of 
next generation HPCS and large Data Centre Networks 
application.
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Abstract: A permutation  is said to be an automorphism 
of a Latin square if the Latin square is mapped to itself by 
permuting rows, columns and symbols by α. Let Aut(n) be the 
set of all automorphisms of Latin squares of order n. Whether 
a permutation α belongs to Aut(n) depends only on the cycle 
structure of α. Stones et al characterised  for which 
α has at most three nontrivial cycles. In this research we prove
some related results for automorphisms with four nontrivial 
cycles. Also we derived a necessary and sufficient condition 
for automorphisms opposite to said results when α has finite 
number of nontrivial cycles such that each cycle is divisible 
by the next.

Keywords: Automorphism, autotopism, block diagram, cycle 
structure, Latin square.

INTRODUCTION

A  Latin  square  L of  order  n is an  n × n array  containing  
n symbols  from  [n]  = { 1, 2, . . . , n } such that each 
element of [n] appears once in each row  and each column 
of L. Rows and columns of L are indexed by elements of 
[n]. The element in the ith  row  and jth column is denoted 
by L(i, j).

 The set of n2 ordered triples, 
 is called the orthogonal 

array representation of L.

Let  where  is the symmetric group 
acting on [n]. A new Latin square θ(L) is obtained by 
permuting rows, columns and symbols of L by α, β, 
γ respectively. The elements  are known as 
isotopisms and  is said to be isotopic to L. If θ(L) = L,  
then  θ is  called  an autotopism  of L. If θ = (α, α, α),  then  
α is said to be an automorphism.

 Let , where θ = (α, β, γ). A Latin 
square  is obtained by permuting triples of  
by . For example, if  is a triple of  and 

 then . 
The map  is known as a paratopism of .  If  
then  is called an autoparatopism of . Isotopism is 
one case of paratopism (i.e. when  ). Let  

 and  be the set of all autotopisms, 
automorphisms and autoparatopisms of Latin squares of 
order , respectively.

 Stones et al. (2012) characterised  for 
which  has  at most  three  non-trivial cycles (i.e.,  
cycles other than fixed points). A notable feature of this 
characterisation is that the length of the longest cycle 
of  is always divisible by the length of every other 
cycle of . In this research we first prove a related result 
for automorphisms with four nontrivial cycles, before 
showing that no analogue holds for five nontrivial cycles.  
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Finally, we derive a sufficient condition for  to 
be an automorphism when the cycle structure of  is 

, for some .

METHODOLOGY

Cycle structures

Every  decomposes into a product of disjoint 
cycles, where we consider fixed points to be cycles of 
length 1. We say  has the cycle structure  
if there are  cycles of  length  in  the  unique  cycle  
decomposition of  and  
Hence . we may write  instead 
of  in the cycle structure. If  is a point moved  by  a 
particular cycle  then we  say  that  is in  and write 

.  We  use   to denote the length of a cycle  
(in other words, the size of its orbit). We write  
to denote that  is in some cycle  of the permutation  
for which .

 A permutation in  is canonical if, (i) it is written 
as a product of disjoint cycles, including 1-cycles 
corresponding to fixed points; (ii) the cycles are ordered 
according to their length, starting with the longest cycles; 
(iii) each c-cycle is of the form  with 

being referred to as the leading symbol of the cycle, 
and (iv) if a cycle with leading symbol  is followed 
by a cycle with leading symbol , then . For each 
possible cycle structure there is precisely one canonical 
permutation with that cycle structure and there is a unique 
way to represent it as a product of disjoint cycles.

Block diagrams

Block diagrams are used to construct Latin squares with 
a prescribed autotopism. A block diagram of a Latin 
square  which admits an automorphism  is described 
as follows.

 Let  be the nontrivial cycles of 
 with lengths  respectively. 

The Latin square  is divided into blocks  for 
 according to the cycle structure of  such 

that  and . If each symbol of  appears 
 times in  block then this is written as  

in this block.

In a block diagram the following two Latin square 
properties should be satisfied.

(i)  in 
every block .

(ii) For any  and for any 
 

In addition to the above properties, the block diagram of 
a Latin square  with  Aut(L) satisfies Lemma 3.1.

Previous results

The following lemma in Stones et al. (2012) gives a 
necessary condition for membership in .

Lemma 3.1. Let  be an autotopism of a Latin 
square L. If  and , then  
where .

RESULTS AND DISCUSSION

This theorem proves a necessary condition for  to 
be an automorphism when  has four non-trivial cycles 
such that only longest cycle of  is divisible by the 
length of every  other cycles.

Theorem  4.1.  Let   be  the cycle structure of   
 such that   and 

  and . If  then

Proof.  Suppose that .  Consider a cell 
 in the M12  block of a Latin square L for 

which  Then  and 
. By Lemma 3.1, , where 

. Then,  
since  and  since . Since 

 on its own cannot fill the M12 block, symbols 
from both these cycles must be used in this block. 
Therefore 

. If  does not equal 
the  of the other pairs then there are no symbols 
available to fill the M34 block. Hence the  of all the 
different pairs are equal. Then the block diagram of L is 
as follows, where  is the number of times each symbol 
in  appears in the  block.
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Considering the distribution of  in the block diagram, 
we see that, ,  and 

 Hence . A 
similar argument shows  that .

 Counting symbols in , we find 
that 

 which implies that 
. This is a 

contradiction since . Therefore 

 Now consider the M23 block. Suppose  for 
some symbol  in the M23 block. Then by  Lemma 3.1,  

  Then,    
since , and  since . Since   
cannot fill the M23  block on its own, .  Hence 

. Repeating 
this argument for M24 shows that  
Now a similar argument for M34 shows that either 

 and either will imply the result we 
need.

 The argument used to prove Theorem 4.1 does not 
work when α has five non-trivial cycles. We found the 
following block diagram satisfying Lemma 3.1 for 

 with lengths  
such that none of  divide :

where

It is not clear whether this block diagram is realised 
by any Latin square although we suspect that it is. In 
any case, McKay et al. (2015) have constructed a Latin 
square with an automorphism consisting of 5 non-trivial 
cycles, none of which has a length dividing the length of 
any other cycle. Hence it is clear that such things exist.

Next we look at the opposite scenario, where each cycle 
length is divisible by the next.

 Theorem 4.2. Let , where 
, be  the cycle structure of  
 such that  and 

,  and  is odd. Then 
  if and only if .

 Proof: Suppose that . By , 
L has a subsquare induced by  the cycles  of  of length 

, inside a subsquare induced by the cycles of lengths 
 and . It follows that  and 

hence .
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Now assume that . By induction on , we  will 
construct a Latin square L of order n having 
The base case is provided by Stones (2012). In the general  
case Theorum 3.7 (Stones, 2012) shows that L has a 
subsquare induced by the cycles of  other than .

 This subsquare can be built, by the inductive 
hypothesis. So it suffices to give the following partial  
contour. Let  for . In  
we take,

   

 In  we take,  for 
. In  we take  

for 

 For example, if  is the cycle structure of 
 then the block diagram is as follows.

CONCLUSION

Stones et al., 2012 found automorphisms  when it 
has at most three non-trivial cycles. In this research, we 
proved a necessary condition for  to be an automorphism 
when it consists of four non-trivial cycles having the 
property that only the length of largest cycle is divisible 
by the length of the other cycles. We were successful to 
make a block diagram to prove that the procedure used in 
the Theorem 4.2 cannot be continued for five non-trivial 
cycles. 

 Finally, we obtained a necessary and sufficient 

condition for automorphisms opposite to above results 
when  has finite number of non-trivial cycles such that 
each cycle is divisible by the next.
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a.  Style
The paper should be written clearly and concisely. The style of writing should conform to scholarly writing. Slang, jargon, unauthorized abbreviations, 
abbreviated phrasings should not be used. In general, the impersonal form should be used. Poor usage of language will result in rejection of the 
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b.  Layout
Manuscripts other than review articles should be generally organized as follows: Title, Abstract, Keywords, Introduction, Methodology, Results and 
Discussion, Conclusions and Recommendations (where relevant), Acknowledgements and References. Pages should be arranged in the following 
order:

Title page should include the title of manuscript, and no author information should be mentioned in the title page. If a major part of the research has 
been published as an abstract in conference proceedings, it should be cited as a footnote on the title page. Authors must also indicate the general and 
specific research area of the manuscript in the title page. In order to highlight the significance of the manuscript, authors are required to provide 
the following highlights in brief. (1) Why was this study conducted? (2) What are the new findings? (3) Possible applications of the findings. Please 
limit your answers to 25-30 words for each.

Title: Should accurately and concisely reflect the contents of the article.
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article.

Abstract: Should be between 200 - 250 words for full length articles and written as a single paragraph. It should not contain any references and 
should be able to stand on its own. It should outline objectives and methodology together with important results and conclusions. A Review Article 
should carry a summary of not more than 300 words.



Keywords: Include a maximum of six keywords, which may include the names of organisms (common or scientific), methods or other important
words or phrases relevant to the study.

Introduction: This should state the reasons for performing the work with a brief review of related research studies in the context of the work 
described in the paper. Objectives of the study should be clearly stated.

Materials and Methods: This section should give the details of how you conducted your study. New methods may be described in detail with an 
indication of their limitations. Established methods can be mentioned with appropriate references. Sufficient details should be included to allow 
direct repetition of the work by others. Where human subjects are involved, they should be referred to by numbers or fictitious names. A paper 
reporting the results of investigations on human subjects or on animals must include a statement to the effect that the relevant national or other 
administrative and ethical guidelines have been adhered to, and a copy of the ethical clearance certificate should be submitted. Methods of statistical 
analyses used should be mentioned where relevant.

Results and Discussion: Results: the results should be concisely and logically presented. Repetition of the same results in figures, tables or text 
should be avoided.
Discussion: data essential for the conclusions emerging from the study should be discussed. Long, rambling discussions should be avoided. 
The discussion should deal with the interpretation of results. It should logically relate new findings to earlier ones. Unqualified statements and 
conclusions not completely supported by data should be avoided.
Molecular sequence data, such as gene or rDNA sequences, genome sequences, metagenomic sequences etc. must be deposited in a public molecular 
sequence repository, such as GenBank, that is part of the International Nucleotide Sequence Database Collaboration (INSDC). The accession 
numbers obtained must be cited in the text, Table or on Figures of phylogenetic trees of the manuscript.

Conclusion: The conclusion should be brief, highlight the outcomes of the study and should be aligned with the objectives of the study. It should 
not contain references.
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The JNSF uses APA ( 7th Edition) reference style from July 2024
All research work of other authors, when used or referred to or cited, should be correctly acknowledged in the text and in the References.
All the references in the text should be in the list and vice versa

Citing references in the text:
• References to the literature must be indicated in the text and tables as per the Author-Year System, by the author’s last name and year, in 

parenthesis (i.e. Able, 1997) or (Able & Thompson, 1998).
• Citation to work by more than two authors should be abbreviated with the use of et al. (i.e. Able et al., 1997).
• Multiple publications by the same first author in the same year should be coded by letters, (i.e. Thompson, 1991a, 1991b,1992,1993).
• Multiple citations of different authors should be made in chronological order and separated by a semicolon, (i.e. Zimmerman et al., 1986; 

Able et al., 1997).

Citing references in the List of references:
• The list of References should be arranged in alphabetical order based on the last name of the first author.
• In APA 7th ed., up to 20 authors should be included in a reference list entry. Write out the last name and first initial(s) for each contributor.

Example for 2–20 authors:
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• For references with more than 20 authors, after listing the 19th author replace any additional author names with an ellipsis ( … ) followed by 
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• Digital object identifiers (DOIs) should be included for all references where available.

Details about this reference style can be obtained from below links
https://apastyle.apa.org/style-grammar-guidelines/references
https://apastyle.apa.org/style-grammar-guidelines/references/examples
https://libguides.jcu.edu.au/apa

Abbreviations and Symbols: Unless common, these should be defined when first used, and not included in the abstract. The SI System of units 
should be used wherever possible. lf measurements were made in units other than SI, the data should be reported in the same units followed by SI 
units in brackets, e.g. 5290 ft (1610 m).

Formulae and Equations: Equations should be typewritten and quadruple spaced. They should be started on the left margin and the number placed 
in parentheses to the right of the equation.

Nomenclature: Scientific names of plants and animals should be printed in italics. In the first citation, genus, species and authority must be given.
e.g. Borassus flabellifer Linn. In latter citations, the generic name may be abbreviated, for example, B. flabellifer L.

Tables and figures: Tables and Figures should be clear and intelligible and kept to a minimum, and should not repeat data available elsewhere in 
the paper. Any reproduction of illustrations, tabulations, pictures etc. in the manuscript should be acknowledged.

Tables: Tables should be numbered consecutively with Arabic numerals and placed at the appropriate position in the manuscript. If a Table must be 
continued, a second sheet should be used and all the headings repeated. The number of columns or rows in each Table should be minimized. Each 
Table should have a title, which makes its general meaning clear, without reference to the text. All Table columns should have explanatory headings. 
Units of measurement, if any, should be indicated in parentheses in the heading of each column. Vertical lines should not be used and horizontal 
lines should be used only in the heading and at the bottom of the table. Footnotes to Tables should be placed directly below the Table and should be 
indicated by superscript lower case italic letters (a, b, c, etc.).

Figures: All illustrations are considered as figures, and each graph, drawing or photograph should be numbered consecutively with Arabic numerals 
and placed at the appropriate position in the manuscript. Any lettering to appear on the illustrations should be of a suitable size for reproduction and 
uniform lettering should be used in all the Figures of the manuscript. Scanned figures or photographs should be of high quality (300 dpi), to fit the 
proportions of the printed page (12 × 17 cm). Each figure should carry a legend so that the general meaning of the figure can be understood without 
reference to the text. Where magnifications are used, they should be stated.

Units of measurement

Length: km, m, mm, μm, nm Time: year(s), month(s), wk(s), Molecular weight: mol wt

Area: ha, km2, m2 d(s), h, min, s Others: Radio-isotopes: 32P
Capacity: kL, L, mL, μL Concentration: M, mM, N, %, Radiation dose: Bq
Volume: km3, m3, cm3 g/L, mg/L, ppm Oxidation-reduction potential: rH
Mass: t, kg, g, mg, μg Temperature: °C, K Hydrogen ion concentration: pH

Gravity: x g
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