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The Karadiyana Waste Management Facility (6°48'58.32"N, 79°54'9.90"E), located in

Kesbewa, Western Province of Sri Lanka, has a total area of about 0.10 km2 with two waste

dumping sites; Site A that covers approximately 0.048 km2 and Site B that covers

approximately 0.052 km2 (Figure 1). The two waste dumping sites are separated by a canal.

Site A was the active site receiving waste from local authorities and other public institutions

during the study period (2016-2018). Karadiyana is the final waste disposal site for daily

collected mixed and separated waste at a loading rate of approximately 575 T/day. It has been

in operation for nearly 20 years as an unregulated open dumpsite receiving mixed waste.

Because of its location close to a highly residential area, and to an ecologically sensitive

Weras Ganga - Bolgoda Lake wetland system, arrangements are now in progress to convert

the open dumpsite site into a semi-controlled landfill site.

Figure 1. (a) Karadiyana solid waste dumpsite with leachate collection points 1, and 2, and

groundwater collection points (dug wells) from A to J.

(b) Birds eye view of the Karadiyana Dumpsite.22

substances. Fluorescence studies help to identify and assume the possible contamination by

leachate. Dug well E, which was recorded as having poor water quality, was characterized by

the presence of humic fractions (240/440 nm), fulvic nature (310-340/420-440 nm), and

tryptophan and tyrosine amino acids (240-300/350), as shown in Figure 3.

Figure 3. Fluorescence excitation-emission matrix for Karadiyana leachate DOMs from

Location E.

2. Conclusions

In this study, characterization of leachate generated by the Karadiyana open dumpsite and the

contamination of water sources in the vicinity of the dumpsite were assessed. A leachate

pollution index of 34.00 in the Karadiyana dumpsite suggests that the leachate is highly

polluted, and appropriate treatment and a pollution mitigation process is essential before

discharging into the neighboring water sources and environment. The fluorescence spectra of

leachate showed the occurrence of tryptophan, tyrosine like substances, and humic substances.

These compounds are present in intermediate (5 to 10 years) and old/stabilized (more than 10

years) leachate. A BOD/COD ratio of leachate in present study varies between 0.39 and 0.49

which categorizes leachate as intermediate in age, where biodegradability is medium

according to the classification, further proven by an average pH of 6.81 ± 0.08 and an

average COD of 2221 ± 45. The MPI of dug wells showed that one out ten was categorized

into the polluted category. The surface and dug well samples around the dumpsite were
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EDITORIAL

J.Natn.Sci.Foundation Sri Lanka 2022 50 (1): 1
DOI: http://dx.doi.org/10.4038/jnsfsr.v50i1.11149

Functions of the review article within scientifi c discourse

In the pre-digital/pre-internet age, when access to primary 
and secondary sources of scientifi c literature was not so 
facile as it is today, the type of Review Article which 
mainly presented a description of published research on a 
selected topic, classifi ed in an appropriate manner with a 
commentary by the author, served an important purpose 
in enabling entrants to a particular fi eld of research, to 
obtain a good overview of the topic. This type of article 
was more in the nature of a survey than a review.

 With the availability of search engines such as Google 
Scholar and Science Direct among others, this type of 
Review Article has lost much of its value. However, it 
has to be conceded that they continue to be written by 
scientists and published by some journals. 

 The type of Review Article that is of most value 
today, is one written by an expert in the specifi c area of 
the review, who would not only direct the reader to the 
important primary literature on the topic, but also provide 
critical insights into the current state of knowledge, 
relating it to fundamental scientifi c principles, 

particularly highlighting/resolving contradictory or 
opposing points of view in the literature, and also focus 
on gaps in knowledge that would be fruitful areas for 
research in the future.  

 An important diff erence in the decision-making 
process of an editorial board with regard to Review 
Articles versus Research Articles is that not only the 
content, but the standing of the authors with respect 
to their expertise is also evaluated. In other words, the 
Review Article   needs to be authoritative. Thus, in order 
to evaluate their expertise, some journals require the 
authors to list a specifi ed number of papers published by 
them which are related most closely to the topic under 
review, along with their proposal to write a Review 
Article for the journal. Similarly, the JNSF requires 
authors of Review Articles to have had a substantial 
leadership in research supported by a publication track 
record in the areas covered by the review. It is to be noted 
that the term “areas covered by the review” is interpreted 
here in a narrow sense, as being closely related to the 
topic of the review. 

Ajit Abeysekera
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Abstract: Stevia rebaudiana (Bertoni) Bertoni is a herb 
producing zero-calorie diterpene glycosides in its leaves, 
which are extensively used as a substitute for sugar since 
they are about 200 – 400 times sweeter than sucrose. It is 
an economically important plant in the food and beverage 
industry around the world. The drawbacks associated with the 
conventional propagation through seeds and cuttings impede its 
mass production. Thus, eff ective in vitro micropropagation is 
advantageous on an industrial scale. Partial media replacement 
was done to the Murashige and Skoog (MS) medium with 
water from immature (6 – 7 months from fl owering) Cocos 
nucifera var. aurantiaca (King coconut). Sterilized young 
nodal cuttings cultured on the MS medium with 10 % (v/v) 
coconut water (CW), without any hormones, induced 93.3 % 
bud break or shoot initiation from the nodes with a mean shoot 
length of 41.86 ± 0.85 mm. Increasing the CW to 30 % with 
0.2 mg/L 6-benzylamino purine (BAP) produced the highest 
mean number of shoots (9.44 ± 0.51) and the highest number 
of leaves (8.28 ± 0.81) in three weeks. Modifi ed rooting 
media incorporating only macronutrients, 0.2 mg/L of indole-
3-butyric acid (IBA) and 5 % CW without micronutrients 
showed the earliest rooting (6.6 days). The highest number of 
root initiations (13.5) was with ½ MS + 0.2 mg/L IBA + 5 % 
CW. Regenerated plantlets were successfully hardened and 
acclimatized in glass jars with compost and sand (1:3 ratio) 
covered with polypropylene caps under greenhouse conditions. 
Our results suggest that Stevia can be propagated eff ectively 
with CW incorporated media and in the future, this could be 
used in small-scale commercial cultivations.

Keywords: Acclimatization, coconut water, nodal segments, 
rooting, shooting, Stevia rebaudiana.

INTRODUCTION

Stevia rebaudiana (Bertoni) Bertoni is a member of the 
family Asteraceae that produces zero-calorie diterpene 
glycosides in its leaves, which can be used as a substitute 
for sucrose (Megeji et al., 2005; Goyal et al., 2010). 
According to the reports, sweetness in Stevia comes from 
six compounds: stevioside, rebaudiosides A, D and E and 
dulcosides A and B (Kohda et al., 1976; Kennelly, 2001) 
where stevioside acts as the prominent sweetener (Chang 
et al., 1983). Studies have indicated that these glycosides 
are 200-400 times sweeter than sucrose (Wö lwer-Rieck, 
2012; Gupta et al., 2013; Czinkóczky et al., 2018;  
Chughtai et al., 2020 ). The plant shows zero glycemic 
index since the human body is unable to breakdown 
these glycosides (Brandle et al., 1992; Chughtai et al., 
2020). Although, most artifi cial sweeteners are known to 
have neurological or renal side eff ects, Stevia is known 
to have no side eff ects and is recommended for diabetes 
patients and has been extensively tested on animals 
(Megeji et al., 2005). Additionally, it possesses anti-
fungal and anti-bacterial properties, and can safely be 
used in herbal medicine, tonics for diabetic patients, and 
daily usage since mild Stevia leaf off ers excellent relief 
for stomach problems (Momtazi-Borojeni et al., 2017). 
Stevia has recently attained better awareness owing to its 
superior sweetness and curative values for restraining the 
deposition of fat and lowering blood pressure in humans 
(Singh et al., 2005; Kalpana et al., 2009; Chughtai et al., 

Plant Tissue Culture
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2020). Although the plant is native to Paraguay and 
Southern Brazil, it is now cultivated on a commercial 
scale for food, beverage, and pharmaceutical products in 
other countries such as Japan, Taiwan, Korea, Thailand, 
and Indonesia (Perera et al., 2014). However, it will 
become a major source of high potency sweetener for the 
growing natural food market in the future.

 Conventional propagation through seeds and cuttings 
has become unproductive due to ineffi  cient sexual 
reproduction from self-incompatibility and insuffi  cient 
pollination (Yadav et al., 2011; Khalil et al., 2014). Cross-
pollination promotes heterogeneity in Stevia resulting in 
variability in chemical composition (glycoside) in plant 
parts (Sakaguchi et al., 1982; Loc et al., 2005; Ramírez-
Mosqueda et al., 2016). In addition, seeds lose viability 
within a short period and the presence of immature 
embryos result in germination problems (Khalil et al., 
2014). Vegetative propagation is limited by the smaller 
number of plants that can be obtained simultaneously 
from a single plant due to pathogen accumulation in 
the tissues (Sakaguchi et al., 1982). Thus, under this 
scenario, stem cuttings and seed germination are not 
considered as eff ective methods to cater to the demand 
for commercial cultivation. 

 Micropropagation using plant tissue culture 
technology is a better option since it is capable of 
producing large numbers of genetically similar, disease-
free plants in a short time under limited space. It is a 
conventional method of in vitro propagation where 
plants are grown in artifi cial nutrient media consisting 
of essential macronutrients, micronutrients, vitamins, 
amino acids, hormones, and sucrose. Stevia has been 
previously micropropagated with direct organogenesis 
through shoot tips (Ibrahim et al., 2008; Seema et al., 
2011; Pawar et al., 2015), leaves (Jain et al., 2009; 
Kalpana et al., 2010), nodal segments (Ma et al., 2008; 
Seema et al., 2011; Pawar et al., 2015), and thin layer 
sections of hypocotyl (Ramírez-Mosqueda et al., 2016).

 When moving from traditional practices to novel 
techniques, such as plant tissue culture, the synthetic 
chemicals used in media preparation are expensive. The 
present study suggests the use of naturally available 
substitutes for synthetic chemicals in the tissue culture 
medium.

 Coconut water (CW) is known to be a good source of 
nutrients, consisting of the unique chemical composition 
of sugar, vitamins, minerals, amino acids, and 
phytohormones (Yong et al., 2009). It has been reported 
in many studies as an alternative source of nutrients for 

media preparation in plant tissue culture (Al-Khayri 
et al., 1992; Dornelas et al., 1994). Cytokinin is known 
to be the signifi cant and most useful component in CW 
(Kende et al., 1997) and together with auxins play a 
major role in plant morphology by controlling the growth 
of shoots, roots and overall growth of the plant. Though 
few studies have used CW in Stevia micropropagation 
(Ahmed et al., 2016; Herath et al., 2017), the nutrient 
composition of CW varies with climatic, environmental 
and geographical regions (Yong et al., 2009). King 
coconut (Cocos nucifera var. aurantiaca) was recognized 
as an intermediate type of coconut among Sri Lankan 
varieties. According to Perera et al. (2014), king coconut 
belongs to the category with highest bunches per tree 
(annual average bunches is 16.5). Here, this variety was 
selected to extract CW due to its higher distribution 
around the country and nutritional composition (Herath 
et al., 2017).

 In this study, we investigated the eff ectiveness of 
using CW to replace synthetic chemicals (micronutrients, 
vitamins, and amino acids) in in vitro cultures of 
S. rebaudiana. CW was incorporated from the culture 
initiating step until rooting.

MATERIALS AND METHODS

Plant material preparation

Shoots were taken from three-month-old S. rebaudiana 
plants grown in the greenhouse. Explants with 3 - 4 
nodes (6-10 cm) were washed in running tap water for 
10 -15 min and sequentially rinsed with liquid detergent 
(Teepol 1 % (v/v)) for 3-5 min to remove superfi cial dust 
particles, microorganisms and their spores. Explants 
were transferred to a laminar fl ow hood, washed with 5 % 
NaOCl with Tween 20® for 5 min and washed three times 
with sterile double distilled water. The same procedure 
was practised for another 5 min, followed by three rinses 
with sterile distilled water.

Preparation of CW and MS media

Young nuts (Cocos nucifera var. aurantiaca) at age of 
6 - 7 months after fl owering were collected from Kandy. 
The nuts were washed with tap water thoroughly to 
remove dust and dirt from the outside, and surface 
sterilized with 1 % Teepol (v/v) followed by a wipe 
with 70 % ethanol (v/v) before transfer into the laminar 
fl ow hood. The nuts were cut inside the laminar fl ow 
hood to collect the nutrient water. This solution was 
not autoclaved, and freshly mixed with pre-autoclaved 
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MS media at the time of media preparation to avoid the 
destruction of thermolabile compounds which are unique 
and vital for CW.

 Full MS (Murashige et al., 1962) media composed 
of macronutrients, vitamins and amino acids was mixed 
with 30 g/L of sucrose (commercial sugar). Sequentially, 
diff erent levels of hormones (BAP and IBA) were added 
according to diff erent plant development stages. The pH 
of the medium was adjusted to 5.8 ± 0.2 with 1 N NaOH 
and 1 N HCl, before adding 0.8 % Bacto agar as the 
gelling agent. The media were autoclaved in Erlenmeyer 
fl asks at 1.06 kg/cm2 and 121 °C for 20 min, mixed 
with the diff erent levels of fresh CW, and poured into 
containers in the sterile bench.

Shoot initiation and multiplication

Nodal explants (1-1.5 cm) with a single axillary bud 
were cultured vertically under aseptic conditions on 
full MS (Murashige et al., 1962) media fortifi ed with 
diff erent levels of CW (0, 10, 20, 30, and 40 %) (v/v), 
and the phytohormone BAP (0, 0.2, 0.5 mg/L) for shoot 
initiation and multiplication (Table 1). The experiment 
was arranged in a complete randomized design (CRD) 
with ten replicates for each treatment. Cultures were 
incubated at a constant temperature of 25 ± 1 °C with a 
16 h photoperiod (2000 lux). Final data were recorded 
after three weeks on the number of explants showing 
shoot initiation, the number of days for shoot initiation, 
the average number of shoots per culture, the average 
length of shoots per culture and the average number of 
leaves per culture to identify best-performing media. 
Subcultures were done every three weeks after collecting 
the data. Nodal segments from the proliferated shoots 
were subcultured again in a medium which gave the 
highest shoot multiplication for further shoot production.

Rooting

Multiple shoots regenerated from the nodal segments 
were separated into individual shoots and cultured 
on MS medium (Full MS and ½ MS) with diff erent 
concentrations of indole butyric acid (IBA) and 
CW. Diff erent IBA levels (0, 0.2 mg/L) were used to 
promote rooting. Basal media were full strength MS 
and ½ strength MS with the incorporation of macro-
elements and diff erent concentrations of CW (0, 5, 10, 
20 %). Since CW is a good source of micro-elements and 
vitamins, they were not added to the rooting media. The 
experiment was arranged in a (CRD) with ten replicates 
for each treatment.

Acclimatization

After 4 wks, well-rooted plantlets were separated from 
the cultures and sub-cultured on ½ MS media with 10 
g/L of sucrose and without any growth hormones for 1 
week. Before transferring to the soil, all the MS media 
around the roots were removed by rinsing gently with 
warm water under aseptic conditions. The plantlets were 
transferred to diff erent hardening media inside glass 
bottles with compost and sand mixed in diff erent ratios 
(compost : sand in 2:1, 1:1, 1:2 and 1:3) and covered 
with a transparent polythene cap for another 1 week. 
They were then kept in a propagator with 100 % relative 
humidity by spraying with water. The relative humidity 
was gradually reduced, and the light intensity gradually 
increased. After another 2 wks, the plantlets were 
transferred to larger pots. Survival rate was observed 
every week.

Data Analysis

The data were analysed by Analysis of Variance 
(ANOVA) and signifi cant diff erences among the 
treatments determined with Tukey multiple range test 
at 5 % level of signifi cance using the Minitab 17.0.1 
statistical package.

RESULTS AND DISCUSSION

Number of days to initiate shoots and % of bud break

Shoots were initiated in all the treatments within 4 
to 8 days showing its higher bud break potential as a 
herbaceous species. In the absence of CW and BAP, 
the explants required the maximum number of days 
to initiate shoots (around 7-8 days). However, a small 
amount of CW (10 %) made no signifi cant change at 
p < 0.05 (7.50 ± 0.33 days) in the number of days, but 
showed the highest percentage of response in shoots 
(93.33 %). The rate was higher than that obtained with 
the media with BAP, showing that a small incorporation 
of CW can induce bud break regardless of the presence 
of artifi cial cytokinin (BAP) (Table 1). Another fact 
identifi ed was that 10 % CW with 0, 0.2 and 0.5 mg/L 
of BAP gave the highest rates of bud breaks (93.33 %, 
90.67 % and 89.33 %, respectively) showing that 10 % 
of CW is best to induce bud break in Stevia. Further, 
the results suggest that with a higher concentration 
of CW (40 %) and BAP (0.5 mg/L), bud break was 
faster (4.16 ± 0.35 ds). However, at this concentration, 
the number of explants developing shoots declined to 
70 - 72 % (Table 1). Altogether, with CW, more than 
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50 % of the explants initiated shoots, in its absence, it 
was 49 %, either with (0.2, 0.5 mg/L) or without BAP 
(Table 1). Although the percentage of explants initiating 
shoots was highest in the absence of BAP, its presence 
in the medium sustained shoot initiation at over 80 % 
(Table 1). Even though the present study reported a 
positive response with CW, studies by Ahmed et al. 
(2016); Wahyono et al. (2021) and Asmono et al. (2017) 
explained the ineffi  ciency of CW in shoot induction of 
Stevia; the lowest duration was taken by the media that 
excluded CW.

 In this study, CW from young nuts was selected, since 
they have more nutrients than mature nuts. Previously, 
autoclaved CW was used in experiments (Al-Kayri et al., 
1992; Dornelas et al., 1994; Ahmed et al., 2016), while 
we used fresh CW and observed no media contamination. 
The cytokinin zeatin and the auxin IAA present in CW, 
which are known to be heat-sensitive, would have their 
effi  ciency altered if autoclaved (Yong et al., 2009). 
Further, in contrast to the previous fi ndings by Ahmed 
et al. (2016), Asmono et al. (2017) and Wahyono et al. 
(2021), we could observe positive results with CW for 
Stevia. It may be due to preserving nutrients that are not 
being destroyed by autoclaving. The quality of the CW 
or the nutritional composition depends on the maturity, 
variety, location, soil conditions, climate conditions, 
and other environmental conditions (Hall et al., 2000). 
Therefore, nuts in the same maturity stage were collected 
from the same ecological zone to avoid the infl uence on 
the nutritional composition.

Vegetative growth (number of shoots, average length 
of shoots and average number of leaves per culture)

Vegetative growth determines the amount of active 
compounds that can be extracted from the Stevia plant. 
Hence, commercially, vegetative production is very 
important. In Stevia, the highest number of shoots were 
observed in the media with 20 % and 30 % of CW 
with 0.2 mg/L BAP (9.00 and 9.44) and the results are 
signifi cantly higher (p < 0.05) than those of all the used 
concentrations (Table 1). A sudden drop in shoot number 
to 2.28 with 40 % of CW, shows the inhibitory eff ect 
of CW at higher concentrations even though BAP was 
present at lower concentration (0.2 mg/L). The results 
suggest that there is a considerable eff ect from CW 
on shoot multiplication. In the absence of BAP, shoot 
number was reduced to 2 to 3 (Table 1). A contrasting 
observation was that in the absence of CW, shoot 
production was higher in the treatments T14 and T15 
(5.78 and 5.47, respectively). However, the presence of 
BAP (0.2 and 0.5 mg/L) has retrieved that eff ect of CW. 

Hence, the optimum conditions were identifi ed as little 
incorporation of BAP (0.2 mg/L) with 20-30 % of CW.

 Previously, Ahmed et al. (2016) obtained highest 
shoot multiplication with 10 % CW with BAP (2.0 mg/L), 
Kinetin (0.5 mg/L) and NAA (0.1 mg/L). However, 
Asmono et al. (2017), Herath et al. (2017), and Naranjo 
et al. (2016) found contrasting results with no signifi cant 
growth in Stevia with CW or in combination with BAP, 
while higher concentrations inhibited the growth. Even 
though the fi ndings of Ahmed et al. (2016)  are compatible 
with our results, where a small supplementation of CW 
enhanced the shoot multiplication whilst increased 
concentration inhibited the growth, they have applied 
around 4-8 % of CW to enhance vegetative growth.

 The average length of Stevia shoots were taken 
as a parameter since higher internodal distance is 
advantageous in subculturing as well as in initiation 
of new shoots by bud break. The highest length was 
observed with 10 % CW without BAP (41.86 mm) and 
in the media with only 10 % CW and 0.2 mg/L BAP 
(34.99 mm) showing that a lower amount of CW shows 
the highest growth rate even if the shoot number is lower 
(2.52). At the same time, shoot growth was signifi cantly 
lower (p < 0.05) in the media with highest amount of BAP 
(0.5 mg/L) (11.38 mm) and the result was the same at 
40 % CW. These results indicated that, when the number 
of shoots increase, leaves also increase. The highest 
number of leaves was observed as 8.28 in the media with 
30 % CW and 0.2 mg/L BAP; the same media showed 
the highest number of shoots (Table 1). In the absence 
of CW, the cultures developed the least number (4 to 5) 
of leaves. Similar to our results, studies on Passifl ora 
species by Dornelas et al. (1994) found that MS + 2.0 
mg/L, and BA + 10 % CW induced the highest bud break 
while  growth was suppressed with higher levels of CW. 
Gloriosa superba L. and Dendrobium fi mbriatum Hook 
also have shown improved results compared to those 
without CW (Roy et al., 2003; Ibrahim et al., 2008). 

 In an experiment with olive, Peixe et al. (2007) 
showed the eff ect of CW in combination with BAP was 
similar to the more expensive cytokinin, zeatin. In G. 
superba, the addition of 15 % (v/v) CW to MS basal 
medium with BA, NAA and activated charcoal increased 
the number of shoots in in vitro cultures (Ibrahim et al., 
2008). Shoot induction and multiplication in Curcuma 
zedoaria Roxb. was also successful with 20 % CW (v/v) 
in combination with BA and kinetin (Roy et al., 2003). 
In addition, CW has been successfully used for in vitro 
propagation of passion fruit (Hall et al., 2000), coff ee 
(Ismail et al., 2003) and orchids (Santos-Hernández et al., 
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2005). Similar to our results with Stevia, CW alone was 
not suffi  cient to promote satisfactory shoot multiplication 
in all the above mentioned species; a blend of CW with 
BAP was necessary (Peixe et al., 2007).

 Callus development in in vitro cultures is undesired 
since nutrients in the culture medium are diverted to this 
undiff erentiated mass of cells at the expense of shoot and 
leaf development. In this study, cultures with callus at the 
base of the explant retarded the development of shoots 
(Figure 1c). High levels of CW (20 %, 30 %, and 40 %) 

in combination with 0.5 mg/L BAP induced callusing 
in Stevia after three weeks of culture (Table 1). In the 
process of keeping the clonality of a species, avoiding 
callus-phase is advantageous. Thus, it is important 
to determine the optimum concentrations of CW and 
BAP for effi  cient micropropagation of Stevia without 
the proliferation of calluses. In the process of somatic 
embryogenesis, the induction of callus is an important 
stage. However, a study by Naranjo et al. (2016) 
described the ineffi  ciency and the inhibiting activity of 
CW in the somatic embryogenesis of Stevia.

Figure 1: Diff erent stages of in vitro growth of the Stevia plant (a). shoot 

multiplication (T7 – 30 % CW+0.2 mg/L BAP), (b). highest shoot length 

(T5 - 10% CW+0.2 mg/L BAP), (c). cuttings with callus initiation at the 

base showed retarded growth (T12 - 40% CW+0.5 mg/L) (d). rooting in 

media with ½ MS+ 5% CW+ 0.2 mg/L IBA, (e). acclimatization of plants 

under in vitro conditions, (f). Stevia plants after training to the natural 

environment, (g). fully grown plant after 2 months

a b c

d e

f g
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Rooting

The number of days to induce roots ranged from 6 to 20 
days. Earliest rooting was observed after six days in a 
medium with MS + 5 % CW, which also produced the 
maximum mean number of roots (9.83 ± 0.52) (Table 2). 
The combination of ½ MS with 5 % CW and 0.2 mg/L 

IBA induced roots after 12 days (Table 2).  The induction 
of roots was suppressed with the increasing levels of CW 
(20 %) in the medium (Table 2). The presence of CW 
with ½ MS medium did not promote early rooting.

 According to the previous studies, diff erent auxins 
have promoted root initiation and development of Stevia. 
Addition of 1.0 mg/L NAA with full MS achieved 
63.2 % rooting within 12.3 days (Pawar et al., 2015). 
Root growth of 4.4 cm was achieved in ½  MS with 
1 mg/L IBA (Seema et al., 2011). The full MS medium 
with 0.25 mg/L IAA produced 100 % rooting (7.6 roots 
per explant) within 3 weeks (Yücesan et al., 2016), while 
½ MS with 0.5 mg/L IBA produced 92 % rooting (Puneet 
et al., 2018). Full MS with 0.2 mg/L IBA produced 
93.33 % rooting (Majumder et al., 2016), while full 
MS with 1.0 mg/L IBA or 1.0 mg/L NAA produced 
66.67 % rooting (Ahmed et al., 2016). CW has been used 

Table 2:   Eff ect of diff erent concentrations of coconut water (CW) in MS medium with auxin (IBA) on in vitro rooting of Stevia. Data  

 were recorded after four weeks of culture

Basal media (MS) Amount of CW (%) IBA concentration (mg/L) Days for root initiation Mean number of roots

Full 0 0 0.00 ± 0.00e 0.00 ± 0.00f

Full 0 0.2 0.00 ± 0.00e 0.00 ± 0.00f

½ 0 0 20.83 ± 0.40a 2.75 ± 0.61d

½ 0 0.2 20.16 ± 0.75a 8.33 ± 1.33b

Full 5 0 6.66 ± 0.51d 9.83 ± 0.52b

Full 10 0 20.00 ± 0.54a 3.00 ± 0.79d

Full 20 0 18.00 ± 1.09b 1.33 ± 0.52d

Full 5 0.2 20.58 ± 0.49a 3.16 ± 0.68d

Full 10 0.2 20.91 ± 0.66a 1.00 ± 0.00ef

Full 20 0.2 0.00 ± 0.00e 0.00 ± 0.00f

½ 5 0 20.75 ± 0.60a 2.75 ± 0.61d

½ 10 0 20.75 ± 0.61a 6.25 ± 0.68c

½ 20 0 20.16 ± 0.75a 3.33 ± 0.41d

½ 5 0.2 12.75 ± 1.47c 13.53 ± 0.51a

½ 10 0.2 20.25 ± 0.88 1.51 ± 0.55f

½ 20 0.2 0.00 ± 0.00e 0.00 ± 0.00f

Numbers represent the mean ± SE (standard error). Means with diff erent superscripts shows  significantly diff erent values (Tukey, p ≤ 0.05)

as a media enhancer for rooting in limited species (Roy 
et al., 2003). Even though the researchers have studied 
shoot proliferation of Stevia with CW (Ahmed et al., 
2016; Asmona et al., 2017; Wahyono et al., 2021), they 
have not applied CW for root induction or root growth. 
According to Yong et al. (2009), CW from immature nuts 
contains 150 nM of IAA, which is an important auxin for 
root formation. Since the CW in the present study was 
not autoclaved, heat-sensitive IAA may be retained in the 
media in its natural form and induce roots.

 Aman et al. (2013) observed that the rooting response 
decreases with the addition of IAA, NAA and IBA to full 
MS-medium. Full strength MS + 20 % CW + 0.2 mg/L 
IBA did not produce roots; indirectly, high nutrients in 
the culture medium encouraged callus growth at the base 
of the shoots which suppressed the development of roots. 

Recent studies have confi rmed that a low concentration 
of MS salts without PGRs contributed to 90-100 % 
rooting of S. rebaudiana (Seema et al., 2011; Gantait 
et al., 2015; Ramírez-Mosqueda et al., 2016). The above 
results indicate that Stevia is a plant, which needs a 
smaller amount of nutrients for its growth in vitro and 
the addition of minimum CW can stimulate the growth 
of shoots as well as roots. It was noted that growth 
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parameters were highly infl uenced by the addition of CW 
since their performance was very high when compared 
with controls without CW.

Acclimatization

The prerequisites for successful acclimatization were 
healthy in vitro plantlets with thick stems (high stem 
diameter), a large number of leaves and well-developed 
roots. Early subcultures of the shoots should be selected 
to induce roots since the survival of later subcultures 
was poor. Media composed of ½ strength MS without 
any hormones and reduced sugar content was used to 
encourage photosynthesis. The rooted plantlets were 
transferred to ½ strength MS media with a sugar content 
of 10 g/L and then shifted to soil media.

 Accordingly, of the four treatments, compost: sand 
in 1:3 ratio showed the highest survival rate (93.33%) 
while increase of compost resulted in a reduced level 
of plant survival. Compost : sand in 2:1, 1:1,  and 1:2  
ratios showed a gradual increase in survival after three 
weeks (40.0 %, 60.0 %, and 66.7 %, respectively). The 
results suggest that under greenhouse conditions, Stevia 
requires well-drained soil to survive. When considering 
the survival of the in vitro cultured plants, hardening 
appears to be crucial and the most diffi  cult part.

 Morpho-physiological studies have noted the 
importance of controlling the water loss for the survival 
of cultured plants since they consist of little epicuticular 
wax and guard cells that are highly variable in morphology 
and size (Ziv et al., 1987), and lacked starch grains in 
their cells (Ibrahim et al., 2008). During hardening, the 
appearance of starch grains precedes the normalization 
of mesophyll cells. Hence, maintenance of microclimatic 
conditions is a must for a higher survival rate. The 
internal environment of the propagators, covered with 
polythene was gradually changed by increasing the 
temperature and light intensity (moving plantlets from 
culture room to greenhouse) and decreasing the humidity 
by opening the polythene. In a previous study of in vitro 
grown Carnation plantlet, the reduced humidity inside 
the culture tubes and higher agar concentration induced 
the stomatal development by increasing the survival 
percentage (Ziv et al., 1987). When calluses were present 
at the base, plantlets did not survive. Stevia is a delicate 
plant and needs to be carefully monitored through the 
process of hardening. Under good conditions, plantlets 
can be hardened in six weeks.

CONCLUSION

Nodal cuttings of S. rebaudiana cultured on MS medium 
with 10 % CW induced 93.3 % bud break. Increasing the 
coconut water to 30 % with 0.2 mg/L BAP produced the 
highest mean number of shoots (8.44) and the highest 
number of leaves (8.28) in three weeks. Modifi ed rooting 
media incorporating only MS macronutrients, IBA 
and 5 % CW, without micronutrients, showed earliest 
rooting (6.6 days). The highest number of root initiation 
(13.5) was with ½ MS+ 0.2 mg/L IBA and 5% CW. 
Regenerated plantlets were successfully hardened and 
acclimatized in glass jars with compost and sand with 3:1 
ratio under greenhouse conditions. Our results suggest 
that Stevia plants can be propagated eff ectively with CW 
incorporated media and can be potentially adapted for 
small to medium scale commercial cultivation.
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Abstract: Recently, a few studies have presented the 
problem of estimation of the mean for a fi nite homogenous 
population considering the joint infl uence of non-response 
and measurement errors and following the assumption that 
population mean of auxiliary variable is available. However, 
in real situations the population under observation may not be 
homogeneous and population mean of the auxiliary variable 
may also not be available. Therefore, in this study, we present 
new estimators which are the generalized form of the diff erence-
cum-exponential type estimator of the fi nite population mean in 
the presence of non-response and measurement errors in two-
phase simple random sampling and stratifi ed random sampling. 
The expressions for mean square error and bias of the proposed 
estimators are shown under the fi rst order approximation in 
each sampling design. Theoretically, it has been shown that 
the proposed estimators are more effi  cient than some existing 
estimators in both sampling designs. A numerical study has 
also been carried out using two diff erent simulated populations 
under simple random sampling designs as well as under 
stratifi ed random sampling design to support the theoretical 
results. Numerical results show that the proposed estimators 
perform more effi  ciently than some modifi ed versions of the 
existing estimators in both sampling designs.

Keywords: Auxiliary variable, exponential estimator, mean 
square error, measurement error, ratio estimator, regression 
estimator.

INTRODUCTION

Survey errors arise when a diff erence is found between 
the true and recorded values. In practice, it is observed 
that researchers face the problem of measurement 

error and/or non-response while collecting information 
from the samples. For example, in surveys regarding 
agriculture, the households are asked to report a total 
area of their holdings, which may vary from the cadastral 
data. Many researchers have studied the problem of 
mean estimation considering only measurement errors 
like Shalabh (1997), Wang (2002), Shukla et al. (2012) 
Sharma et al. (2013) and Khalil et al. (2017). Hansen 
and Hurwitz (1946) considered the problem of non-
response only while estimating the population mean. 
They recommended that the questionnaires are mailed 
to all the respondents included in the sample and as the 
deadline is passed, a list of non-respondents is prepared 
in order to draw a sub-sample from the list of non-
respondents and the necessary information is collected 
by direct interview. Many researchers have discussed 
this issue following Hansen and Hurwitz’s sub-sampling 
plan, including Cochran (1977), Rao (1986), Singh and 
Kumar (2010), Kumar and Bhougal (2011), Kumar 
(2015), Sanaullah et al. (2015; 2018), Riaz et al. (2014; 
2016), and Saleem et al. (2018).

 Many authors who have studied non-response have 
neglected the measurement errors whereas many of those 
who have studied measurement errors have ignored the 
presence of non-response. However, Azeem (2014) and 
Kumar (2015; 2016) considered both the presence of 
non-response and measurement errors simultaneously. 
Azeem (2014) and Kumar (2015) considered only the 
situation where population is homogeneous and the 
population mean of the auxiliary variable is available, 
which may not be true for many practical situations. 

Survey Sampling



14 S Sabir et al.

March 2022 Journal of the National Science Foundation of Sri Lanka 50(1)

Sabir and Sanaullah (2019) examined the mean estimator 
introduced by Kumar (2016) and provided corrected 
expressions for the mean square error. Zahid and Shabbir 
(2018) provided estimators for mean considering the 
joint presence of non-response and measurement errors 
in stratifi ed simple random sampling. Irfan et al. (2018) 
studied how to optimize the estimation of mean if non-
response and measurement errors are jointly present in a 
simple random sample.

 Deviating from Azeem (2014) and Kumar (2015; 
2016), this study is aimed at providing some improved 
estimators for population mean considering the situation 
when the population mean of an auxiliary variable may 
not be readily available. Further, the proposed estimators 
are compared with the modifi ed ratio, exponential and 
regression estimators in both simple random sampling 
and stratifi ed random sampling designs. 

Notations and sampling methodology:

Let Φ= {Φ
1,
Φ

2
, …,  Φ

N
} be a fi nite population of N 

homogeneous units which is divided into two mutually 
exclusive groups say the respondent group of size N

(1)
 

and the non-respondent group of size N
(2)

=N-N
(1)

. Some 
basic notations to be used in Sections 1 and 2 are defi ned 
as given below.

: 1st-phase sample size

: sub-sample \ 2nd-phase sample size to be selected 

from 

: number of respondents in 2nd-phase sample

: number of non-respondents in 2nd-phase sample

: size of sub-sample to be selected for interview from 

: True values on Y and X for the ith unit

 : Population mean of Y given population mean 

of X

: Population means of Y and X groups of 

respondents

: Population means of Y and X groups of 

non-respondents

: Population variances of Y and X, respectively

: Population variances for Y and X groups 

of respondents

: Population variances for Y and X groups 

of non-respondents

: Coeffi  cient of variations 

for Y and X groups of respondents

: Coeffi  cient of variation 

for Y and X groups of non-respondents

: reported values on Y and X for the ith unit

: measurement error on the study variable 

associated with ith unit in hth stratum

: measurement error on the auxiliary 

variable associated with ith unit in hth stratum

: measurement error and non-response on 

Y associated with ith unit in hth stratum

: measurement error and non-response on 

X associated with ith unit in hth stratum

 
and :Population variances of U and V 

groups of non-respondents

 and : Coeffi  cients of correlation between 

the study and auxiliary variables

 and : Sample mean estimator for y and x based 

on  units

: sample mean estimators for y and x based 

on  units

: sample mean estimators for y and x 

based on  units

: sample mean estimators for y and x following 

Hansen and Hurwitz (1946)

 The measurement errors are assumed to have means 

zero and the variances  and 

 for the non-respondent 

group. Let  and  

be the means and,  and  

 be the variances of the study 

and the auxiliary variables from the respondent group. 

Similarly, let  and  

be the means and  and  

 be the variances for 

the non-respondent group. Let  and  
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 be the coeffi  cients of correlation 

between X and Y in the populations of respondent and 
non-respondent groups, respectively. 

 In the presence of non-response and measurement 
errors, we can defi ne the population mean by

 .  

 At fi rst phase, we select a large sample of size 
  by simple random sampling without 

replacement (SRSWOR) to estimate  and a sub-
sample of size  is taken on 2nd phase by SRSWOR to 
observe the study variable Y. It is assumed that  of 
these units respond and  do not. Let   

 be  a sub-sample of the individuals 

who do not respond to the mailed questionnaire 

but respond when they are contacted again for their 
personal interviews, where k is the inverse sampling 
ratio. It is further assumed that all   units respond while 
interviewing them for the study variable y.

 Now, the unbiased sample estimators of  
following the fi rst-phase and second-phase samples, 
respectively are

,

and ,  where   

  and ,

with their variances given respectively by

,  and 

where   .

Similarly, let     

denote the means of responding units and the r sub-
sampled units for the auxiliary variable.

 We modify the usual ratio estimator
,
 usual 

exponential ratio estimator and usual regression 
estimator to cover the case of non-response and 
measurement errors in two-phase sampling. The 
modifi ed estimators are given respectively by,

   ...(1)

,  ...(2)

and

 ...(3)

with the Mean Square Errors (MSE) of 
respectively, upto the fi rst order approximation, given by

 

   

  ...(4)

 

 ,  
  
  ...(5)

 
  ...(6)

where

 

The expression of MSE() is obtained iff 
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The proposed improved generalized class of 
estimator (IGCE):

In survey sampling, the surveys often yield biased 
estimates because of the non-response and/or the 
measurement errors. Many estimators have been used to 
deal with the non-response and the measurement errors 
independently. In this section, we propose an IGCE 
considering the presence of both the non-response and 
the measurement errors together on the study variable 
as well as on the auxiliary variable. We are considering 
the situation when the population mean of the auxiliary 
variable is not available.

The proposed IGCE in two-phase sampling considering 
the non-response and measurement errors is given by

  
  ...(7)

where 

 are constants which need to be optimized 
to get minimum mean square error of , and  is 
 a generalizing constant to get diff erent estimators under 
the ath root transformation. 

For example, for a=1, the proposed estimator  is 
reduced to the form

 
and for a=2, the proposed estimator  is reduced to the 
form

= 

 

The bias and MSE of IGCE 

In order to obtain the expressions for the bias and MSE of 

 let us consider,

  

and   ...(8)

Now from (8), the errors due to sampling in the presence 
of non-response and measurement errors may be written 
as

 or alternatively ,  

,  and ,

such that  and

Now  can be rewritten as below:

 

 
 

  ...(9)
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Simplifying the above expression up to the order  
we can write (9) as

 

 

 

  ...(10)

The expressions for the bias and MSE of , up to the 
order , are given respectively by

 

  
  ...(11)

and

 

 
 

 
  ...(12)

.

Or alternatively, the MSE of  can also be given by

 
  ...(13)

where,

   
 

 and   

Now,  to get the optimum values, (13) is diff erentiated 
partially with respect to  and then equating 
each of the fi rst derivatives with zero. This gives two 
normal equations which are then solved simultaneously 
to get the optimum values. Finally, the optimum values 
are shown by,

 ...(14)

Substituting the optimum values  in (13), 
the expression of the minimum  may be 
obtained as

 ...(15)

Theoretical comparisons:

In this section, the proposed estimator IGCE is compared 
for its effi  ciency based on the MSE criterion under two-
phase sampling with ratio estimator and exponential 
estimator.

i) The proposed estimator IGCE is more effi  cient than 
ratio estimator if , and this 
gives 

or alternatively, 

where  and 

ii) The proposed estimator IGCE is more effi  cient than 
exponential ratio estimator if

, and this gives
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or alternatively,   

iii) The proposed estimator IGCE is more effi  cient than 
regression estimator if

, and this gives

RESULTS AND DISCUSSION

In this section, we examine the performance of the 
proposed estimators in comparison to the modifi ed 
estimators. We have generated two populations by 
using normal, and lognormal distributions with diff erent 
parameter values using R statistical software. The 
description of each population is given below. 

Population I: [normal population]

X=N(5000, 5, 15);  z=N(5000, 0, 1);  Y=50X+15z;  

y=Y+N(1, 3);  x=X+N(1, 3);  = 248.67;  = 4.97; 

=583685.70; =242.30; =9.25; = 9.25; 

= 0.98; N=5000; N
1
=3500; N

2
=1500; =500; 

=599476.60;  =239.94;  =9.14; 

 =8.81; =0.99;

Population II: [lognormal population]

X=logN(5000, log(4), log(6)); z=N(5000, 0, 1);  

Y=50X+15z; y =Y+N(1, 3);  x= X(1, 3); = 703.27; 

= 14.07; = 5871164.00; = 2363.44; = 9.03; 

= 8.69; = 0.99; N=5000; N
1
=3500; N

2
=1500; 

=500; = 9035398.00;  = 3615.41; 

= 8.72; = 8.85;  = 0.99;

The MSEs and the bias of proposed and some 
available estimators are presented in Tables A1-A4 in 
appendix A. 

 The bold numbers in Tables A1 and A2, represents 
the lowest two  as compared to the MSE,s 

of t
0
, t

1
, t

2
 and t

3
. From Tables A1 and A2, one can 

observe that the proposed class of estimators provides 
estimators which have less MSE values than the MSE’ s 
of all of the modifi ed estimators. We observe that the best 
performance is for a=1. However, the performance of 
the modifi ed estimator for a=2 still shows smaller MSE 
than the MSEs of all other estimators. Tables A3 and A4 
display the absolute relative bias. It can be observed that 
the proposed estimators are slightly more biased than 
the existing estimators, but the biases are not notable. 
Therefore, still the proposed estimators can be preferred 
over other existing estimators.

The proposed improved generalized class of estimator 
in stratifi ed two-phase sampling (IGCEStr)

Let a population be divided into L homogenous strata 

with  units (h=1,2, …, L) such that At 

fi rst-phase, a large sample of size  is selected from hth 

stratum such that  and a sub-sample of size 

 from each stratum is taken on 2nd phase 

such that  by SRSWOR. Let  

be the observed values instead of true values  
of the two characteristic  respectively associated 

with ith unit of hth stratum, where i=1,2, …, and 

h=1,2, …, L. It is assumed that only  units respond 

and  do not. Following Hansen and 

Hurwitz (1946), another sub-sample of size 

 is taken from  and 

the subjects are interviewed. It is further assumed that all 
 units respond while interviewing them for the study 

variable Y. 

 In addition, let   and 

 where ,

 are the population means of the 

study and the auxiliary variables respectively and 
 is the weight of hth stratum in the presence 

of non-response on the study variable as well as the 
auxiliary variable in hth stratum. Let  be the 

observed values and  be the true values for the 

two characteristics (x
hi
, y

hi
) respectively associated with ith 

(i=1,2, …, ) sample unit of hth stratum. The measurement 
error in the presence of non-response for hth stratum may 
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be taken as   and    

with mean zero and variances  and , respectively.  

Let  and  respectively 

be the means and variances of the study and the auxiliary 
variables in hth stratum for respondent group. Similarly, 
let  and  respectively 
be the means and variances for non-respondent group. 
Further, let  and  
respectively be the coeffi  cient of variations for the 
respondent and the non-respondent group respectively. 
Let  and  be the correlations from 
the populations of respondents and non-respondents, 
respectively.

 Now, usual unbiased mean estimators assuming 
non-response and measurement error in stratifi ed fi rst-
phase and stratifi ed two-phase sampling are defi ned 
respectively by

,   and  

, 

where   and  

.

 The expressions for the variances of  
are given respectively by

 
and 

,

where  

 and .

Similarly, let     and 

 denote the means of the 

responding units, and  sub-sampled units for the 
auxiliary variable.

 We modify the usual ratio, exponential ratio and 
regression estimators to the case of non-response and 
measurement error in two-phase sampling respectively 
as

 ...(16)

   
   

 ...(17)

and 

 ...(18)

The , respectively
 
are given by,  

   

 
 ...(19)

 ...(20)

and

 ...(21)
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The expression of  is obtained if

 

Now following (16) to (18), we propose another 
generalized estimator in two-phase sampling considering 
non-response and measurement error on 2nd phase only, 
as given by

   
  ...(22)

where 

 
and  are the optimizing constants and a is 
a generalizing constant. For diff erent choices of a, 
diff erent estimators are obtained. For example, for a=1, 
the proposed estimator  is reduced to the form

 = 

  

 

and for a=2, the proposed estimator  is reduced to 
the form

= 

 

 +
 

 

The bias and MSE of 

In order to obtain the expressions for the bias and MSE of 
 let us consider

 

and  . ...(23)

Now the sampling errors, assuming the presence of non-
response and measurement errors in stratifi ed two-phase 
random sampling, may be given by

 

  and  

or alternatively by,

 

  and 

,

such that  and

  
    

    

 

where
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Now we may express   in terms of e,s by

 
  

  

   ...(24)

Simplifying the above expression up to the order  
we get

 

 

 

 
 

  
       ...(25)

The expressions for the bias and MSE of  , upto the 
order , may be obtained from (25) as

Bias  

  

    ...(26)
and

 

 

  ...(27) 

where, , and
 

Or alternatively,

 
  ...(28)

where,

 and  

Now, to get the optimum values, equation (28) is 
diff erentiated partially with respect to  and 
then equating each of the fi rst derivatives with zero. 
This gives two normal equations which are then solved 
simultaneously to get the optimum values. Finally, the 
optimum values are shown by,
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 ...(29)

Substituting the optimum values of  in (28), 
the expression for the minimum  may be 
obtained as

  
  ...(30)

Theoretical comparisons

In this section, the proposed estimator IGCEStr is 
compared for its effi  ciency based on the MSE criterion 
under stratifi ed two-phase sampling with ratio estimator 
and exponential estimator.

i) The proposed estimator IGCEStr is more effi  cient than 
ratio estimator under stratifi ed two-phase sampling if  

, and this gives 

or alternatively, 

where    and 

ii) The proposed estimator IGCEStr is more effi  cient 

than exponential ratio estimator under stratifi ed two-
phase sampling if , and 
this gives

or alternatively,   

  where 

iii) The proposed estimator IGCEStr is more effi  cient 
than regression estimator under stratifi ed two-phase 
sampling if , and this 
gives

  
 
Empirical results and discussion using stratifi ed 
populations:

In order to compare performance of the proposed 
estimators  for a=1,2, from the proposed class of 

 with  ,  and , we consider two 
diff erent simulated stratifi ed populations. The description 
on parameters of each stratifi ed population is given 
respectively as below;

Stratifi ed population I: [Normal Population]

Stratum-1X
1
=N(5000,4,15); z

1
=N(5000,0,1);   Y

1
=50X+15z;  y

1
 =Y+N(1,3);  x

1
= X+N(1,3); 

Stratum-2X
2
=N(5000,5,15); z

2
=N(5000,0,1);  Y

2
=50X+15z;  y

2
 =Y+N(1,3);  x

2
= X+N(1,3); 

Stratum-3X
3
=N(5000,6,15); z

3
=N(5000,0,1);  Y

3
=50X+15z;  y

3
 =Y+N(1,3);  x

3
= X+N(1,3); 

stratum

1 5000 0.98 183.62 3.67 9.19 9.32 543610.50 227.16

2 5000 0.98 248.67 4.97 9.19 9.25 583685.70 242.30

3 5000 0.98 301.68 6.04 9.10 9.18 578114.50 240.50

stratum

1 500 300 575428.90 230.66 9.15 9.75 0.99

2 500 300 599476.60 239.94 9.14 8.80 0.99

3 500 300 577044.10 230.86 9.32 8.63 0.99
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We have computed the mean squared error (MSEs) and 
bias of the proposed and some available estimators and 
the results are presented in Tables 5 – 8.

 In this section the relative performance of the 
proposed  with some modifi ed estimators is 
observed taking diff erent values of kh 

(=2,3,4,&5). It 
can be observed from Tables 5 – 6 that the proposed  
performs better than  We note that 
performance of the estimator  is the best for a=1, 
however for a=2 the estimator is showing relatively 
large MSE. Therefore, we note that the square root 
transformation is not working better than the case a=1 
for . Further, we can note that MSEs of  for a=2 are 
smaller than the MSEs of the all the other modifi ed 
estimators and it is therefore   may be considered 
as the best estimator for both a=2 and a=1. Tables 7 – 8 
display the absolute relative bias. It can be observed 
that the proposed estimators are slightly more biased 
than the existing estimators, but the biases are not 
notable. Therefore, still the proposed estimators can be 
preferred over other existing estimators.

CONCLUSION

In this study, we have proposed  for estimating 
population mean in the presence of joint infl uence of non-
response and measurement error using simple random 
sampling assuming that the population mean of the 
auxiliary variable is not available. The performance of 

 is compared with some modifi ed estimators 
 and  it is observed  that  provides the 

more effi  cient class of estimators  , and  as 
these estimators have shown less MSE values than the 

Stratifi ed population II: [Lognormal Population]

Stratum-1X
1
=log N(5000,log(2),log(6)); z

1
=N(5000,0,1);  Y

1
=50X+15z;  y

1
 =Y+N(1,3);  x

1
= X+N(1,3);

Stratum-2X
2
=log N(5000,log(3),log(6)); z

2
=N(5000,0,1);  Y

2
=50X+15z;  y

2
 =Y+N(1,3);  x

2
= X+N(1,3); 

Stratum-3X
3
=log N(5000,log(4),log(6)); z

3
=N(5000,0,1);  Y

3
=50X+15z;  y

3
 =Y+N(1,3);  x

3
= X+N(1,3); 

stratum

1 5000 0.99 703.27 14.07 9.03 8.69 5871164.00 2363.44

2 5000 0.99 915.35 18.31 8.73 9.16 8522645.00 3424.65

3 5000 0.99 1221.84 24.44 8.94 9.03 20392993.00 8165.68

stratum

1 500 300 9035398.00 3615.41 8.72 8.85 0.99

2 500 300 5158451.00 2063.84 8.65 9.15 0.99

3 500 300 17392184.00 6956.91 8.85 8.88 0.9

MSE values of . We have also proposed 
another  estimator in stratifi ed two-
phase sampling for estimating population mean in the 
joint presence of non-response and measurement error. 
The performance of the  is compared 
with some modifi ed estimators and it is observed  that 

 is the most effi  cient class of estimators as some 
estimators from this class such as , and  
have shown less MSE values than the MSE values of 

, Finally, the study is supported by 
three simulated populations in both, simple random 
sampling and stratifi ed random sampling. Based on 
numerical results presented in Tables 2 – 3 and Tables 
5 – 6, we conclude that   and  
to be more effi  cient for estimating the population mean if 
non-response and measurement error are jointly present. 
We observe that in both simple random and stratifi ed 
sampling, a reasonable choice for a is 1 or 2 although 
a=1 may be preferred.
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Appendix A

 1/k

Estimators ½ 1/3 1/4 1/5

t
0

27431.75 36467.16 45502.56 54537.97

t
1

10687.62 10709.97 10732.32 10754.67

t
2

14807.86 17071.51 19335.17 21598.82

t
3

10686.60 10709.04 10731.40 10753.73

t
4(1)

10244.96 10121.80 9977.86 9813.21

t
4(2)

10334.20 10276.60 10210.75 10136.69

Table A2: MSE at diff erent values of  using Log Normal Distribution

 1/k

Estimators 1/2 1/3 1/4 1/5

t
1

0.1446 0.1748 0.2004 0.2232

t
2

0.1293 0.1554 0.1776 0.1974

t
4(1)

0.1452 0.1752 0.2009 0.2236

t
4(2)

0.1473 0.1775 0.2032 0.2262

Table A3: Bias at diff erent values of k using Normal Distribution

 1/k

Estimators      1/2 1/3 1/4 1/5

t
1

0.1366 0.1695 0.1969 0.2209

t
2

0.1186 0.1470 0.1708 0.1916

t
4(1)

0.1366 0.1695 0.1969 0.2210

t
4(2)

0.1384 0.1714 0.1990 0.2233

Table A4: Bias at diff erent values of k using Log Normal Distribution

1/k

Estimators ½ 1/3 1/4 1/5

t
0

2428.39 3027.88 3627.37 4226.85

t
1

1176.62 1198.90 1221.17 1243.44

t
2

1426.71 1581.99 1737.29 1892.58

t
3

1166.11 1188.55 1210.54 1232.33

t
4(1)

1128.37 1141.62 1153.43 1164.07

t
4(2)

1134.96 1151.86 1167.89 1183.28

Table A1: MSE at diff erent values of k using Normal Distribution

1/k
h
=1/k

Estimators ½ 1/3 1/4 1/5

t
5 0.07294 0.090825 0.105727 0.118773

t
6 0.073475 0.088946 0.1021 0.113741

t
8(1) 0.077747 0.09505 0.109724 0.122683

t
8(2) 0.078549 0.095913 0.110675 0.123734

Table 7: Bias at diff erent values of  using Normal Distribution 

1/k
h
=1/k

Estimators ½ 1/3 1/4 1/5

t
5 0.124861 0.150183 0.171813 0.191009

t
6 0.111027 0.133045 0.151905 0.168669

t
8(1) 0.125216 0.150502 0.172119 0.191311

t
8(2) 0.125975 0.151291 0.172961 0.19222

Table 8: Bias at diff erent values of  using Log Normal Distribution

1/k
h
=1/k

Estimators ½ 1/3 ¼ 1/5

888.44 1109.37 1330.31 1551.24

t
5

559.45 599.27 639.08 678.90

t
6

554.61 620.15 685.70 751.25

t
7

514.66 550.71 585.83 620.53

t
8(1)

506.91 540.51 572.88 604.51

t
8(2)

508.28 542.66 575.95 608.64

Table A5: MSE at diff erent values of  using Normal Distribution

1/k
h
=1/k

Estimators ½ 1/3 ¼ 1/5

14748.44 18344.68 21940.93 25537.17

t
5

7037.73 7189.29 7340.86 7492.42

t
6

8651.65 9589.94 10528.23 11466.52

t
7

6993.81 7141.86 7288.81 7435.28

t
8(1)

6899.41 7024.02 7144.98 7262.88

t
8(2)

6915.81 7049.66 7181.26 7311.20

Table A6: MSE at diff erent values of  using Lognormal Distribution
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Abstract: Exacum trinervium, commonly known as Binara, 
produces dark blue violet fl owers with contrasting bright 
yellow anthers that have a very high potential as commercial 
fl owering, potted, or bedding plants. Lack of planting materials 
is one of the major constraints for popularizing it and therefore, 
development of planting materials through in vitro somatic 
embryogenesis would be a viable solution. The possibility of 
producing somatic embryos of E. trinervium using in vitro grown 
leaf explants was investigated. The eff ect of fi ve concentrations 
(0, 1, 2, 3 and 5 mg L-1) of 2, 4 - Dichlorophenoxyacetic acid 
(2,4-D) and 1 - Naphthaleneacetic acid (NAA) on somatic 
embryogenesis was investigated under dark and light with 
a photoperiod of 16 hours. The highest percentage of leaf 
explants (72 %) that produced calli was obsevred when cultured 
on the medium supplemented with 1 mg/L 2,4-D. Embryogenic 
stages could be observed only in calli originating from media 
supplemented with 1 mg/L and 2 mg/L 2,4-D after transferring 
to MS medium without growth regulators and incubated both 
in the light and the complete darkness. Leaf explants cultured 
on media containing NAA produced heavily rooted calli and 
did not produce any embryos. The highest number of embryos 
(15 ± 6 per/mL) was observed in the calli originating from the 
MS medium containing 1 mg/L 2,4-D. Further development of 
embryos up to plantlet with 60 % regeneration effi  ciency could 
be achieved on MS medium without plant growth regulators. 

Keywords: Binara, exacum trinervium, somatic embryogenesis 

INTRODUCTION

Exacum trinervium (Trimen) Cramer, commonly known 
as Binara, belongs to family Gentianaceae and tribe 
Exaceae, is an endemic and near threatened species in 

Sri Lanka (MOE, 2012). The tribe Exaceae consists of 64 
species, dispersed around the Indian Ocean Basin, Africa, 
Madagascar, India, Sri Lanka, and Australia (Yuan 
et al., 2005). The highest diversity of genus Exacum 
has been reported in India, Sri Lanka and Madagascar 
(Klackenberg, 1983).

 Exacum trinervium, which produces dark blue violet 
fl owers (4 - 7 cm in diameter) with contrasting bright 
yellow anthers and attractive glossy foliage has a very 
high potential as commercial fl owering, potted, or 
bedding plant for the fl oriculture industry (Riseman & 
Chennareddy, 2004). However, it is not popular as an 
ornamental plant in Sri Lanka due to lack of planting 
materials. Even though E. trinervium produces a large 
number of seeds, the low germination percentage, 
reduction of seed viability, time consumption, and high 
cost of production hindered them from being used as a 
planting material (Riseman et al., 2006). Furthermore, 
propagation of Exacum by stem cutting is rather slow 
and time consuming (Elangomathavan et al., 2003). 
Thus, there is a need for introducing effi  cient propagation 
methods to overcome these problems.

 Tissue culture methods are eff ective at producing a 
large number of disease free plants within a short time 
period, compared to conventional methods. Several 
protocols for micropropagation of diff erent Exacum 
species such as E. travancornicum (Elangomathavan et 
al., 2003; Kannan et al., 2007; Janarthanam et al., 2009), 
E. affi  nae (Torres & Natarell, 1984; Ballal 1990; Ornstrup 

Plant Tissue Culture
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et al., 1993) and Exacum styre group (Unda et al., 2007) 
have been reported. Micropropagation protocols existing 
for commercially available E. affi  ne was not eff ective for 
E. trinervium (Riseman & Chennareddy, 2004). Exacum 
hybrids originating from Sri Lankan taxa showed a high 
level of genetic variation, with resulting modifi cation of 
medium composition for diff erent genotypes (Riseman 
& Chennareddy, 2004). A complete protocol for 
propagating E. trinervium through multiplication of 
single nodal cuttings, direct and indirect organogenesis 
from leaf explants has been reported (Tennakoon et al., 
2015). However, an effi  cient somatic embryogenesis 
protocol for the species is yet to be developed.

 Somatic embryogenesis is an effi  cient clonal 
propagation technique, which can be used for synthetic 
seed production  (Haque & Ghosh, 2014), and as a model 
to study the initial events of zygotic embryogenesis 
in higher plants (Méndez-Hernández et al., 2019). 
Furthermore, somatic embryogenesis is very useful 
technique in regenerating plants from selected single cells 
with desirable genetic characters. Thus, development 
of somatic embryos would pave a path to improve 
E. trinervium through biotechnological approaches such 
as integration of genes to change the plant architecture to 
develop it as a potted ornamental plant.

 Therefore, in the present study, the production of 
plantlets through somatic embryogenesis of E. trinervium 
was investigated with the fi nal objective of introducing it 
into the fl oriculture industry.

MATERIALS AND METHODS

Immature leaves from in vitro cultured E. trinervium 
plants were excised and approximately 1 cm2 pieces with 
a portion of the main vein were cultured on full strength 
Murashige and Skoog (1969) semi solid medium (MS) 
with 5 concentrations (0, 1, 2, 3 and 5 mg/L) of 2,4-D 
and NAA. The media were supplemented with 30 g/L 
sucrose and solidifi ed with 2.0 g/L phytagel. The pH of 
the media were adjusted to 5.8 before autoclaving. The 
cultures were incubated at 20 °C in complete dark to 
induce callus production. Each treatment was replicated 
3 times and each replicate consisted of an average of 
20 leaf explants cultured on 25 mL culture tubes. Each 
culture tube contained a single piece of leaf explant 
(1 cm2) on 10 mL of the medium. Cultures were observed 
for 8 weeks and the number of leaf explants producing 
calli in each treatment were counted at the time of sub 
culturing.

Eight weeks after establishment, whole leaf explants 
with initiated calli from diff erent media were 
separately transferred to full strength MS solid medium 
supplemented with 2.0 g/L phytagel without any plant 
growth regulator (PGR). Part of the cultures were 
incubated continuously at 25 °C in complete dark 
conditions while other part was transferred to light 
(1300 lux, 16 h photoperiod). The callus lines were 
maintained separately based on the composition of 
the original medium where the callus was initiated, to 
identify the eff ect of type and concentration of auxin in 
the original medium for somatic embryogenesis.  Growth 
of the callus or roots was measured by weighing at the 
time of transferring under aseptic conditions inside 
the laminar fl ow cabinet, using a Mettler Analytical 
balance (Mettler, Germany). Calli were observed using 
a dissecting  microscope (XT-Series-Alltion) at 2 wks 
interval for the production of somatic embryos. 

 Then 16 wks after establishment of cultures, calli 
originating from MS media supplemented with 1 and 
2 mg/L 2,4-D and transferred to MS solid medium 
without growth regulators were again transferred to full 
strength MS liquid and solid media without any plant 
growth regulators. These two callus lines were incubated 
only in light to identify the eff ect of liquid medium for 
separation of somatic embryos. Cultures were observed 
under a dissecting microscope (XT-Series-Alltion)  at 
2 wks intervals by taking destructive samples for the 
production of somatic embryos. The number of embryos 
present was counted by taking 1 mL of the sample by 
using a micro pipette (Gilsons - 5 mL) with sterile tips 
inside the laminar fl ow cabinet and observing through 
a dissecting microscope (XT-Series-Alltion). Diff erent 
stages of somatic embryogenesis were also documented 
by using photographs.

 The initiated somatic embryos were transferred to 
MS medium without growth regulators for germination 
and the number of regenerated plantlets was counted. 
Regenerated plantlets were taken out from culture jars 
and washed by using warm water to remove adhesive 
agar and the medium. Then the plants were acclimatized 
by placing inside culture jars containing 1 cm layers of 
gravel, coir dust and sand. These jars were sterilized by 
autoclaving before placing the plantlets under sterile 
conditions inside a laminar fl ow cabinet.  The plantlets 
were kept two weeks in culture room prior to transferring 
into the plant house. Jars were opened gradually to 
exposed plants to the open environment inside the plant 
house. Then the acclimatized plantlets were transferred 
to soil and grown up to fl owering in the plant house 
(Tennakoon et al., 2015).
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Data analysis

All the experiments were arranged in completely 
randomized design. The number of explants producing 
calli/roots at diff erent concentrations of 2, 4-D and NAA 
were analyzed using the Chi-Square test. The eff ect of 
dark and light on the growth of the callus after transferring 
to growth regulator free media was analyzed by using 
ANOVA considering the light condition as one factor 
and the concentrations of 2, 4-D and NAA present in the 
medium where calli was originated from leaf explants as 
the second factor. Numbers of somatic embryos initiated 
on diff erent media were compared using the Chi-Square 
test.

RESULTS AND DISCUSSION

Selection of the correct development stage of the explant 
is important for somatic embryogenesis. Young and fast 
dividing parts of the plant with least microbial infections 
are considered as the most favourable explants for 
embryogenic callus formation (Ornstrup et al., 1993). In 
the present study somatic embryogenesis of E. trinervium
was achieved by using immature leaf explants. The risk 
of contaminations could be minimized and immature 
leaves could be obtained easily since in vitro plants were 

used as the mother plants. Hamidah et al. (1997) also 
identifi ed leaf pieces obtained from micropropagated 
plants as the best explant for the induction of somatic 
embryogenesis of Anthurium scherianum.

 Calli initiation from the cut margins of the leaf 
explants (Figure 1a) started 3-4 wks after establishing the 
cultures on media supplemented with 2,4-D and NAA. 
Calli initiated from explants cultured on MS media 
supplemented with 2,4-D gradually became yellowish 
and further multiplied (Figure 1b and 1c) while  the 
explants producing calli on MS media supplemented 
with NAA produced white colour roots and rapid 
multiplication of roots was observed (Figure 1d and 1e). 
Medium without auxins produced neither calli nor roots 
(Figure 1f). 

 Eight weeks after establishment of cultures, the highest 
percentage (72 %) of explants had produced calli on the 
medium supplemented with 1 mg/L 2,4 D concentration 
and it was signifi cantly (p < 0.05) higher compared to 
all the other growth regulator concentrations (Figure 2). 
However, at this stage calli or roots were diffi  cult to 
separate from the explants and therefore, whole explants 
with initiated calli or roots were transferred to MS media 
without plant growth regulators.

Figure 1: Eff ect of 2,4-D and NAA on callus/root  initiation from leaf explants: (a) Leaf explant at the 

time of establishment. (b) Soft light yellow callus on edges of leaf explant in 2,4-D media. 

(c) Multiplication of callus initiated on 1 mg/L 2,4-D after transferring to growth regulator 

free MS. (d) Root initiated callus in NAA media. (e) Multiplication of white colour rooted 

callus initiated on 1 mg/L NAA after transferring to growth regulator free MS medium in 

the dark. (f) Leaf explant cultured in the dark on medium without auxin. 
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Calli initiated on media supplemented with 2,4-D 
produced more calli under both conditions, the complete 
darkness and the light (16 h light / 8 h dark at 1300 lux) 
when they were transferred to MS medium without 
growth regulators. Furthermore, calli incubated in the 
dark produced yellowish, friable calli (Figure 1c) while 
yellowish green colour friable calli were produced by 
cultures incubated under light conditions. Calli originated 
from MS medium supplemented with NAA produced 
more roots under both light and dark conditions, after 
transferring to MS medium without growth regulators 
(Figure 1e).  

 After 16 weeks of establishment (8 weeks after 
transferring to growth regulator free medium) calli/root 

weight were taken to determine the eff ect of growth 
regulators (2,4-D/NAA) present in the original medium 
and light on calli/root growth. A signifi cant diff erence 
(α = 0.05) could be observed between dark and light 
conditions and between composition of 2,4-D and 
NAA in the callus initiating medium on further growth 
of  callus and roots after transferring to MS medium 
without growth regulators (Figure 3). MS media 
supplemented with NAA have shown a higher weight 
increase compared to MS media supplemented with 
2,4-D and this was mainly due to rapid root production 
(Figure 3). Furthermore, signifi cant increase in callus/
root growth was observed when the cultures were 
maintained under dark conditions irrespective of the 
type of the growth regulators. 

Figure 3: Eff ect of light conditions, 2,4-D and NAA on callus/root weight

 (Note: Bars indicated by same letters are not signifi cantly diff erent)

Figure 2: Production of callus on immature leaf explants after eight weeks 

from the establishment of cultures  on MS media supplemented with 

diff erent concentrations of 2,4 –D and NAA, (Note: Bars indicated 

by same letters are not signifi cantly diff erent)

c
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Two weeks and four weeks after transferring (10 and 
12 weeks after establishment) to plant growth regulator 
free MS media, diff erent embryogenic stages could be 
observed in calli which were initiated in MS media with 
1 mg/L and 2 mg/L 2,4-D concentrations and incubated 
under both light and dark conditions (Figure 4). However 
no somatic embryogenesis was observed from a callus 
originating from any explants cultured on MS media 
containing NAA. The role of growth regulators is very 
important for cultured cells and tissues in developing a 
specifi c mode of growth. Auxins such as NAA promote in 
vitro plant rooting (Ngomuo et al., 2013). Furthermore, 
Lazzaeri et al. (1987) have reported that when similar 
concentrations of 2,4-D and NAA were compared, 2,4-
D produced a larger number of somatic embryos in 
soybean. Four weeks after transferring (12 wks after 
establishment) of calli to MS media without growth 
regulators, further  development of  embryogenic stages 
could be observed.

 Two weeks after transferring to liquid medium, 
diff erent developmental stages of somatic embryos 
could be easily identifi ed since they were well separated 
from each other in the liquid medium. A higher number 
of somatic embryos (15 ± 6 per mL) were produced 
by calli originated on MS solid medium supplemented 
with 1 mg/L 2,4 D compared to that of 2 mg/L 2,4-D) 

(10 ± 5 per mL). However, results were not signifi cantly 
diff erent. Four weeks after transferring to liquid medium 
(20 weeks after establishment) development of plantlets 
could be observed (Figure 4). 

 Auxin plays a major role in induction of 
embryogenesis in cultures and further development of 
embryos (Li et al., 1999; Nurazah et al., 2009). In the 
initial media, tissues get the ability to synthesize all 
the gene products required to complete the globular 
stage of embryogenesis (Komamine et al., 1992). Once 
embryogenesis has been induced embryos start to 
produce endogenous auxin and the role of auxin changes 
(Fan et al., 2012). The cultures have to be transferred to 
a medium with reduced or free of auxin (Zimmerman, 
1993). In accordance with that in the present study 
the calli that were induced in the initial MS medium 
supplemented with auxin were transferred to full strength 
MS medium without growth regulators 8 weeks after 
establishment to induce embryogenic ability. However 
Gawel et al. (1986) have transferred the calli initiated 
on leaf disc explants of Gossypium hirsutum L. two 
weeks after establishment. Furthermore, calli initiated 
on leaf explants of Anthurium scherzerianum have been 
transferred 4 weeks after establishment (Hamidah et al., 
1997). This implies that the time of transferring of calli 
to auxin free media varies with the plant species.

Figure 4: Diff erent embryogenic stages in liquid MS medium: (a) Development of somatic 

embryos in liquid medium-[x1(normal eye)] (diff erent stages of somatic embryos 

isolated from the same culture observed using a dissecting microscope are shown in 

Figure 4b-f ). (b) Globular stage (x40). (c) Heart stage (x40). (d) Torpedo stage (x40). 

(e) Torpedo stage with root initials (x40). (f) Plantlets [x1(normal eye)] at 20 weeks of 

establishment.
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In this study the transferring time was decided according 
to the callus formation percentage. The transferring was 
done when the majority (75%) of the explants produced 
calli. Transferring time should be carefully decided since 
a longer or shorter time period of cultures in initial media 
may result in the loss of the embryogenic ability of the 
cultures (Nurul et al., 2016)

 According to the results of the present study 2,4-D 
was the most eff ective plant growth regulator on induction 
of somatic embryogenesis of E. trinervium. Although 
explants in the initial MS medium supplemented with 
diff erent concentrations of 2,4-D and NAA produced  
diff erent percentages of calli, only 1 mg/L and 2 mg/L 
2,4-D was eff ective in producing embryogenic calli 
from immature leaf explants. The presence of higher 
concentrations of 2,4-D has showed an inhibitory eff ect 
on callus formation of E. trinervium (Tennakoon et al., 
2015). Ornstrup et al. (1993) have reported that 2,4-D 
was essential in achieving somatic embryogenesis of 
Exacum affi  ne.

 Somatic embryogenesis is a useful method especially 
as a solution for issues related to plant breeding such 
as problems with fl oral morphology, sterility, and time 
consumption. This is also useful as a method of genetic 
improvement of plant species and multiplication of 
valuable germplasm. In the case of E. trinervium, somatic 
embryogenesis can be used to overcome problems 
regarding commercialization of the plant.

CONCLUSION

Somatic embryogenesis of E. trinervium could be 
achieved by culturing immature leaf explants on MS 
media supplemented with 1 mg/L 2,4-D, under both 
conditions, total darkness and light, followed by 
transferring to solid MS medium without plant growth 
regulators, and fi nally transferring to liquid MS medium 
without growth regulators. 
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Abstract: Disease resistant rice varieties are mandatory for 
sustainable rice production to ensure the global food supply. 
This study aimed to identify meta-QTLs and associated with 
disease resistance and candidate R-genes. A consensus map 
was constructed by merging 9 QTL mapping studies, 115 
QTLs and 943 markers. The consensus map was 1554.71 cM 
in length with a 1.65 cM-1 average marker density. Totally, 
24 meta-QTLs were projected on the consensus chromosome 
maps except on chromosomes 5, 6, and 10. Larger eff ect meta-
QTLs (R2 ≥ 25 to 56 %) were reported on chromosomes 1, 2, 
3, 4, 8, and 11. Three or more meta-QTLs were predicted on 1, 
2, 7, 8, and 9 chromosomes.  More than 62 % of the meta-QTLs 
were contributed by 3 or more mapping studies. Furthermore, 6 
of the putative meta-QTLs collocated with 11 meta-QTLs from 
previous studies, and 23 resistance loci that are used in existing 
resistance breeding programs indicating robust expression. 
Nine meta-QTLs were associated with blast (BL) resistance 
whereas 14 were associated with both BL and sheath blight 
(SHB) resistance. Candidate gene mining identifi ed 79 disease 
resistance gene analogues (RGAs) of which 74 % were complete 
putative R genes. Nine of the meta-QTLs predicted clusters 
of RGAs. Out of these, expression of LOC_Os11g12340 was 
cross-validated using publicly available expression data in 
tissues infected with M. oryzae, indicating a functional role of 
this gene in the disease cycle. The outcome clearly exposed 
genomic abundance of R-genes and their potential functional 
redundancy. Further, these fi ndings provide potential resources 
for rice breeding for disease resistance.   

Keywords: BioMercator, Gramene, meta-QTLs, PRGdb, 
resistance genes, Rice Genome Annotation Project.

INTRODUCTION 

Rice, the staple food for more than half of the global 
population provides 20 % of the daily human calorie 
intake (http://rice.plantbiology.msu.edu/), and is an 
integral component of global food and nutrition security. 
Rice is susceptible to over 70 pests and diseases that 
collectively cause 37 % yield reduction (http://www.
knowledgebank.irri.org/). The impact is signifi cant in 
food-defi cit regions and food security hotspots in tropical 
Asia, where over 90 % of the total global rice is produced 
and consumed (Sharma et al., 2012). Blast (BL), bacterial 
blight (BB), and sheath blight (SHB) are the most 
destructive diseases in rice worldwide (Gnanamanickam, 
2009). BL, a fungal disease caused by Magnaporthe 
oryzae, infects all parts of the rice plant and can result 
in yield reductions of 10 - 60 % (Wang et al., 2014). BB 
is due to infection by Xanthomonas oryzae. The disease 
causes yield losses up to 50 % and also aff ects rice grain 
quality (Liu et al., 2014).  Losses due to SHB, a disease 
caused by the soil-born fungus Rhizoctonia solani, can 
be as high as 10 to 30 % in severely infected fi elds 
(Banniza et al., 2001; Sreenivasaprasad, 2004; Boukaew 
& Prasertsan, 2014; Liu et al., 2014). Application 
of synthetic fungicides for the management of these 
diseases incurs both economic and environmental losses 
(Nalley et al., 2016). Developing host resistance in elite 
cultivars provides cost-eff ective solutions to increase 

Molecular Plant Sciences
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rice production and profi ts at minimal cost and damage 
to the environment.  Disease-resistant varieties are vital 
components of sustainable rice cultivation to ensure 
global food supply and therefore genetic improvement for 
host resistance to BL, BB, and SHB is among the priority 
objectives of rice breeding programmes worldwide.  

 Genes and QTLs associated with the multilayers 
of innate defence mechanisms are potential resources 
for resistance/tolerance breeding of crops. Over 350 
resistance loci that are associated with BL were mapped 
on rice (Miah et al., 2013; Su et al., 2015; Xiao et al., 
2017). Among these 27 allelic QTLs have been fully 
sequenced; Pib, pb1, Pita, Pi9, Pi2, Pizt, Pid2, Pi33, 
Pii, Pi36, Pi37, Pikm, Pit, Pi5, Pid3, Pid3-A4, Pi54, 
Pish, Pik, Pikp, Pia, PiCO39, Pi25, Pi1, Pi21, P50 
and Pi650 (Miah et al, 2013; Liu et al., 2014; Su et al., 
2015). Moreover, up to 200 QTLs that are associated 
with SHB resistance and 14 QTLs associated with BB 
are reported (Zarbafi  & Ham, 2019). While some of 
these were discovered in isolated research, others were 
discovered in a variety of settings and experiments 
(Zarbafi  & Ham, 2019).  Rice breeding schemes, in 
which major eff ect resistance QTLs such as Pib, Pita, 
Pia, Pi1, Pikh, Pi2 and Pi4 , or minor eff ect resistance 
QTL alleles including Pi-1, Pi2, Pi9, Pi20, Pi27, Pi39, 
Pi40 and Pikh were deployed in gene pyramids, were 
successful in producing race-specifi c or broad-spectrum 
resistance (Narayanan et al., 2002; Ballini et al., 2008; 
Gnanamanickam et al., 2009; Djian- Caporalino et al., 
2014; Ellis et al., 2014; Ordon & Kühne, 2014; Jia et al., 
2019; Zarbafi  & Ham, 2019). However, shifts in strains 
of the pathogen populations due to mutations result in 
frequent “resistance breakdown.” Therefore, continuous 
searching and stacking of multiple loci or genes that 
are associated with disease resistance through strategic 
breeding schemes are important to sustain breeding 
activities for steady delivery of disease-resistant rice 
varieties. 

 Resistance genes (R-genes) interact with pathogen 
avirulence genes (Avr) and initiate signaling cascades to 
activate defence mechanisms. R-genes are vital elements 
of the host resistance mechanisms and are successfully 
used in cereal resistance breeding programmes (Miah 
et al., 2013; Bouktila et al., 2014; Zhang et al., 2015). 
Conserved structural motifs and protein domains enable 
computational identifi cation of R-genes by peptide 
sequence alignments and searching for structural 
similarity (Michelmore & Meyers, 1998). Thereby a 
large class of potential R-genes, known as Resistance 
Gene Analogs (RGAs), were predicted and mapped in 
rice (Miah et al., 2013; Sekhwal et al., 2015) and the 
orthologs of the rice RGAs were identifi ed in wheat 

(Bouktila et al., 2014), maize (Xiao et al., 2007), rye 
(Dracatos et al., 2010) and fi nger millet (Reddy et al., 
2011; Babu et al. 2014). The annotated rice genome 
and transcriptome data provide opportunities for the 
discovery of novel RGAs and these resources are 
increasingly investigated in search of RGAs as gene 
candidates for disease resistance. 

 Meta-analysis of QTLs integrates information from 
multiple QTL mapping studies into a single consensus 
map to enable contraction of QTL intervals and 
identifi cation of robust and reliable QTLs. Thereby meta-
QTLs identify consensus QTLs that are expressed across 
diff erent environments, and genetic backgrounds and these 
stable QTLs are highly desired for their applicability in 
breeding (Goudemand et al., 2013; Hamon et al., 2013). 
Meta-QTL analysis identifi ed genetic determinants of 
complex traits in a variety of crops, including yield, fi ber 
quality, drought tolerance, and disease resistance in rice 
(Khowaja et al., 2009), cotton (Gossypium hirsutum L.) 
(Said et al., 2013), maize (Zea mays L.) (Semagn et al., 
2013), pea (Pisum sativum L.) (Hamon et al., 2013), 
wheat (Triticum aestivum L.) (Griffi  ths et al., 2009) and 
mustard (Brassica juncea L.) (Yadava et al., 2012). This 
study aimed to predict meta-QTLs associated with BL, 
BB, and SHB resistance in rice. A consensus genetic map 
with high marker density was constructed to identify 
meta-QTLs with narrow genomic intervals. Candidate 
genes that collocate with the meta-QTL regions were 
predicted and cross-validated using genomic, and 
transcriptomic data available in the public domain. The 
fi ndings of the study will aid in increacsing prepision of 
QTL mapping, the identifi cation of candidate genes, and 
the generation of markers for eff ective marker-assisted 
selection (MAS) programs.

MATERIALS AND METHODS

QTL studies used for meta-QTL analysis

Rice QTLs associated with BL, BB, and SHB resistance 
were mined in the Gramene QTL database (https://
archive.gramene.org/qtl/). In total, 9 mapping studies 
for disease resistance were selected from the Gramene 
QTL database (Table 1). The 95 % confi dence interval 
(CI) of the QTLs predicted on backcross or F2 
mapping population was estimated using the equation 
95 % CI = 530/(NR2) (Darvasi, 1997), whereas the 
equation 95 % CI = 163/(NR2) was used for QTLs 
predicted on recombinant inbred line mapping population 
(Guo et al., 2006). Here N is the population size and R2 
is the proportion of phenotypic variance explained by the 
QTLs. R (version 3.5.3) language was used for data web 
scrapping and preprocessing.
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Construction of consensus map & QTL projection

A consensus map was constructed using BioMercator 
v4.2 (http://moulon.inrae.fr/logiciels/biomercator/) with 
default parameters. Nine selected rice mapping studies 
were projected on the map. The method implemented in 
BioMercator applies a classical weighted least square 
(WLS) strategy. Chromosomes that share less than two 
common markers between the mapping studies were 
excluded. The QTLs were projected on the consensus 
map using a simple scaling rule between the original 
QTL fl anking marker interval and the corresponding one 
on the consensus chromosome. Projection of the initial 
QTLs on the high-density consensus map was based on 
LOD scores, phenotypic variation explained by each 
QTL, 95 % CIs, and QTL fl anking marker positions. 
The 95 % CI of the QTLs that were projected on the 
consensus map were approximated using Gaussian 
distribution. 

Meta-QTL analysis

The meta-analysis of QTLs was performed using the 
QTL clustering-based approach proposed by Veyrieras 
et al. (2007) using BioMercator v4.2. The distribution 
of QTLs is viewed as a Gaussian mixture model and 
parameter estimates were obtained using the Expectation-
Maximization algorithm. The lowest Akaike-Information 
Criterion (AIC) was used to determine the best model for 
each chromosome. The accuracy of QTL model selection 
using AIC was studied by a simulation in the Veyrieras 

method (Veyrieras et al., 2007).  The meta-QTLs thereby 
predicted were compared with meta-QTLs and QTLs 
associated with BL, SHB, and BB resistance, available 
in the public domain. 

Identifi cation of candidate genes

The nearest markers of 95 % CI of meta-QTLs were 
identifi ed. Physical positions of the nearest markers were 
retrieved from the Gramene marker database (https://
archive.gramene.org/markers/). The Rice Genome 
Annotation Project (http://rice.plantbiology.msu.edu/) 
was studied for the putative genes, the encoded proteins, 
and the functional annotation of the genes associated 
with the meta-QTLs, based on physical locations of the 
nearest markers.

 The sequences of the putative R-genes were web 
scraped from Rice Genome Annotation Project and then 
used in BLAST search in the PRGdb (http://prgdb.org/
prgdb/) to predict the domain types. The expression 
of the R-genes was studied in the susceptible and 
resistant varieties using expression libraries available 
from NCBI Sequence Read Archives: SRR074129, 
SRX032224, SRR074133, SRR074134, SRR074135, 
and SRR074136. Genes were reported ‘expressed’ when 
at least one sequence read mapped uniquely within an 
exon of the target gene. All steps of identifi cation of 
candidate R-genes were carried out using R (version 
3.5.3) language.

Population Population 

size

No.of markers 

on the map

Number of disease resistance QTLs mapped on each chromosome Reference

1 2 3 4 5 6 7 8 9 10 11 12

Lemont × Teqing 284 244 - 2 2 2 - 2 1 - 2 - - 2 (Tabien et al., 2002)

Jasmine × Lemont 128 76 - 2 1 - - - 1 - 2 - 2 - (Zou et al., 2000)

IR64 × Azucena 116 170 - - - - 1 - - 1 - - - - (Ramalingam et al., 2003)

Lemont × Teqing 255 111 - 3 3 - - - - 3 3 - - 3 (Li et al., 1995)

Nipponbare × 

Owarihatamochi

146 110 - - - 2 - - - - 1 - - 1 (Fukuoka and Okuno, 

2001)

Bala × Azucena 205 114 2 1 - 2 - - 4 - 1 3 3 - (Talukder et al., 2005)

IR64 × Azucena 105 322 - - - - - 1 - 1 - 1 - 3 (Sallaud et al., 2003)

Moroberekan × 

CO39

281 125 2 - 1 - 1 2 1 1 - - - 1 (Wang et al., 1994)

Zhenshan × 

Minghui

241 234 17 11 1 - - - 4 4 5 - - - (Chen et al., 2003)

Table 1: Details of the nine rice QTL maps accessed through Gramene QTL database (https://archive.gramene.org/qtl/) and used in the meta-

analysis of QTLs associated with resistance to blast, bacterial blight and sheath blight diseases in rice 
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Chromosome Number of 

markers

Map length 

(cM)

Marker density 

(Markers/cM)

Average distance between 

two adjacent markers (cM)

1 113 128.47 1.14 1.15

2 96 72.93 0.756 0.77

3 115 168.95 1.47 1.48

4 77 142.38 1.85 1.87

5 49 135.24 2.76 2.81

6 76 217.50 2.86 2.90

7 69 116.65 1.69 1.72

8 60 205.13 3.42 3.48

9 75 54.01 0.72 0.73

10 59 113.86 1.93 1.96

11 96 125.65 1.31 1.32

12 58 73.94 1.27 1.30

Total 943 1554.71

Table 2: Details of the consensus map

RESULTS AND DISCUSSION

Overview of initial QTLs

Novel genetic resources are constantly required as 
inputs into the continuing process of crop improvement 
for disease resistance. The 9 maps predicted altogether 
143 QTLs including 111, 26, and 6 QTLs that 
were associated with BL, SHB, and BB resistance, 
respectively (Figure 1-a). Out of the 143, a detailed 
analysis was available in the literature for 115 QTLs. 
The phenotypic variance explained by those 115 QTLs 
ranged from 1.2 % to 55.9 % (Figure 1-b).  More than 
80 % of the QTLs contributed to less than 30 % of the 

phenotypic variance of target traits indicating that the 
majority of the QTLs had minor to moderate eff ects on 
the phenotype (Figure 1-b). Furthermore, 95 % CI of the 
QTLs varied from 1.3 cM to 93.18 cM, indicating widely 
spread QTL intervals, thereby reducing plausibility of 
application of the mapping results in candidate gene and 
marker search.

Constructing a consensus map, QTL projection and 
meta-QTL analysis

A consensus map was generated by merging the 9 rice 
maps by BioMercator v4.2 using default parameters. The 
115 QTLs along with 943 markers were projected on the 

Figure 1: Overview of QTLs used in this study. (a) Total number of QTLs identifi ed on the 

12 rice chromosomes. (b) QTL density for phenotypic variance explained (PVE) by 

QTLs. Area of the graph demonstrate the QTL density 
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consensus map (Table 2). The total length of the consensus 
map was 1554.71 cM with 1.65 cM-1 average marker 
density. The average distance between adjacent markers 
across chromosomes ranged from 0.73 to 3.48 cM. A total 
of 24 meta-QTLs were projected on the consensus map 
on all except 5, 6, and 10 rice chromosomes (Table 3 and 
Figure 2). Out of the 24 meta-QTLs, 23 were clustered 
by two or more QTLs. More than 62 % of the meta-QTLs 
were common to more than 3 QTL mapping studies.  

Larger eff ect meta-QTLs (where R2 ≥ 25 to 56 %) were 
reported on chromosomes 1, 2, 3, 4, 8, and 11. Out of the 
24 meta-QTLs, 22 showed 95 % CI estimates narrower 
than those of their clustered QTLs. Meta-QTL intervals 
varied from 0.18 cM to 12.09 cM. Meta-analysis resulted 
in a QTL length reduction of 1.07 % on the minimum 
and 91.61 % on the maximum, thereby attaining a more 
accurate prediction of chromosomal regions associated 
with phenotypic variability for the target traits. 

Meta-QTL 1No. of 

clustered 

QTLs1

2LOD 

max

3R2 

max

4Chrom Model AIC 

value

Meta-QTL 

position  

cM

Meta-QTL 

CI (95%) 

cM

Meta-

QTL left 

markers

Meta-

QTL right 

marker

Associated 

traits

MQTL011 1 2 3.3

1 4 166.87

5.35 11.39 C161 R753 BL

MQTL012 2 3.5 3.9 47.85 8.05 R1944 RM259 BL

MQTL013 3 22.5 52 77 1.29 C122 PSR156 BL

MQTL014 3 11.9 25 90.03 0.34 C547 C2340 BL

MQTL021 3 5.07 21.2

2 3 92.56

18.68 9.82 OSR17 R2510 BL, SHB

MQTL022 4 27.8 44.2 45.53 0.79 RZ531 C601 BL, SHB

MQTL023 3 13.8 31.7 47.46 0.18 RG520 RG520 BL, SHB

MQTL031 2 17.61 32.3
3 2 44.31

72.77 2.11 RG104A RG348 BL, SHB

MQTL032 3 6.86 26.5 98.11 0.73 RZ474 R250 BL, SHB

MQTL041 3 19.3 45.7 4 1 39.11 120.9 1.78 RG190 G379 BL

MQTL071 2 6.02 22.2

7 3 86.82

51.09 6.04 G338 RG769 BL, SHB

MQTL072 3 6.02 22.2 65.64 12.09 CSU109 RZ471 BL

MQTL073 3 6.8 19 88.18 0.73 CDO418 R1245 BL

MQTL081 2 3.45 55.9
8 3 111.51

49.53 3.59 RM25 RM25 BL, SHB

MQTL082 3 10 29 59.43 2.29 RG333 RZ562 BL, SHB

MQTL083 2 6.3 22 72.19 7.13 C1121 C483 BL

MQTL091 4 4.2 12.2
9 3 102.71

24.84 6.56 RM105 RG463 BL, SHB

MQTL092 5 4.2 13 36.68 5.69 RZ422 RZ228 BL, SHB

MQTL093 3 4.08 13 46.49 3.65 RM215 C506 BL, SHB

MQTL111 1 4.4 14.5 11 2 41.18 0 4.91 R642 R642 BL

MQTL112 2 7.17 31.2 56.24 7.82 R2918 r2 BL, SHB

MQTL121 4 9.8 28
12 2 55.14

47.27 7.49 RM19 L102 BL, SHB

MQTL122 4 19.43 54 54.64 3.41 RG869 C443 BL, SHB

Table 3: Details of the predicted meta-QTLs 

1  Number of diff erent initial QTL studies (detailed in Table 1) contributed to the meta-QTL
2,3 Out of the clustered QTLs for a given meta-QTL, QTL that expressed highest LOD and/or R2 were considered. The LOD and/or R2 were 

extracted from the original references given in Table 1
4 Chromosome where the meta-QTL is located
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Figure 2: Meta-QTLs predicted on chromosome 1, 2, 3, 4, 7, 8, 9, 11, and 12. The chromosome number is given on the 

bottom of each map. Vertical lines to the left of each chromosome represent the 95 % Confi dence Interval of 

clustered QTLs. QTLs associated with blast, bacterial blight and sheath blight are represented in blue, green and 

red lines. The meta-QTLs are represented by purple bars on the body of the chromosome.



Meta-QTLs associated with rice diseases  43

Journal of the National Science Foundation of Sri Lanka 50(1) March 2022

Out of the 24 meta-QTLs, 9 were associated with BL 
resistance whereas 14 were associated with both BL and 
SHB resistance. This study did not identify meta-QTLs 
associated with BB resistance (Figure 2). Figure 3 is a 
graphical representation of physical positions (in Mbp) 
of the meta-QTLs predicted in this study, meta-QTLs 
identifi ed in previous studies, and resistance QTLs that 
are successfully utilized in existing resistance breeding 
programmes. Interestingly, 6 of the meta-QTLs predicted 
herein collocate with 11 meta-QTLs from previous 
studies, and 23 resistance QTLs that are successfully 
utilized in existing resistance breeding programmes 
(Miah et al., 2013; Liu et al., 2014; Su et al., 2015) 
providing further confi rmation of their stable expression 
and signifi cant contribution in resistant phenotypes. 

 The QTLs associated with the predicted 24 
meta-QTLs contributed phenotypic eff ects ranging from 
1.2 % to 55.9 %. Major eff ect loci expressing dominant 
and clear resistant phenotypes are prone to “resistance 
break-down” due to rapid virulence formation within 
pathogen populations. On the other hand, quantitative 
resistance resulting from combinations of QTLs and 
QTLs specifi c to one or several isolates (Calenge et al., 
2004; Rocherieux et al. 2004; Ellis et al., 2014; Wiesner-
Hanks and Nelson, 2016) can provide partial resistance 
(Poland et al., 2009; St. Clair, 2010). Stable expression 
of the meta-QTLs under diff erential strains and inoculum 
pressure of the same and /or diff erent pathogens indicates 
broad-spectrum resistance and is highly desirable in 
developing durable resistance in crops. The 14 meta-
QTLs that expressed resistant phenotypes for both 
BL and SHB presumably predicted Multiple Disease 
Resistance (MDR) loci or multiple disease susceptibility 
(MDS) loci, or loci associated with loss of baseline 
levels of resistance. Meta-QTLs predicted herein there 
by expressed a broad spectrum of disease resistance in 
rice and provide assorted targets for resistance breeding. 

Identifi cation of candidate genes

More than 3 meta-QTLs were predicted on the 1, 2, 7, 8, 
and 9 chromosomes where the meta-QTLs were tightly 
linked within 40 % to 50 % of the total length of the 
chromosome. Over 64 % of the QTLs associated with BL 
resistance that is reported in the literature were clustered 
on 6, 11, and 12 rice chromosomes (Ashkani et al., 
2016). These include, 15 loci including Pi1, Pi7, Pi18, 
Pif, Pi34, Pi38, Pi44(t), PBR, Pilm2 and Pik on the long 
arm of the rice chromosome 11,  and 17 including Pita, 
Pita-2, Pitq6, Pi6(t), Pi12(t), Pi12(t), Pi19(t), Pi20(t), 
Pi21(t), Pi24(t), Pi31(t), Pi32(t), Pi39(t), Pi62(t), 
Pi157(t), IPi, and IPi3 loci on the centromere region 

of chromosome 12 (http://www.ricedata.cn/gene/) (Liu 
et al., 2005; Tanweer, et al. 2015). These chromosome 
segments associated with clusters of QTLs are hotspots 
for identifying gene candidates and genetic/genomic 
resources for resistance breeding.  

 A total of 79 candidate Resistance gene analogues 
(RGAs) that collocate with the meta-QTLs were 
predicted (Table 4). Over 73 % of those were complete 
RGAs consisting of CC/NBS/LRR/TM domains. The 
rest were partial RGAs with NBS / TM (1.25 %), NBS/ 
LRR/ CC (5 %), or NBS/ LRR/ TM (20 %) domain 
types. Indeed, a large fraction of resistance QTLs in 
crops collocate with NBS-LRR genes, altered forms 
(e.g., Pi35), or loss-of-function susceptibility alleles 
(e.g., Pi21) of NBS-LRR genes (Poland et al., 2009). 
For an example over 80 % out of 180 rice RGAs that 
were associated with BL resistance (http://www.ricedata.
cn/ontology) were NBS-LRR candidates (Ballini et al., 
2008). Interestingly, 9 of the meta-QTLs collocated with 
clusters of RGAs. For example, meta-QTL, MQTL112 
collocated with 45 RGAs. Tandem repeats of the NBS-
LRR genes are a regular feature in plant genomes, 
whereby 50 % of the NBS-LRR genes in the rice genome 
are clustered tandem repeats (Yang et al., 2006). Some 
of these NBS-LRR clusters evolve under diversifying 
selection and contribute to functional redundancy of 
R-genes and enhance the potential to cope with rapidly 
evolving pathogens like M. oryzae (Zhong et al., 2016). 
Interestingly, the variability of NBS-LRR gene sequences 
among paralogs within clusters can provide resistance 
against distantly related pathogen taxa, resulting in MDR 
loci (Stiekema et al., 1999; Narusaka et al., 2009). Based 
on transcriptome data available in the public domain 
(http://rice.plantbiology.msu.edu/expression.shtml), 
except one, none of the RGAs that collocate with the 24 
meta-QTLs was expressed when rice is infected with M. 
oryzae. Out of the 79 RGAs, RPR1h (LOC_Os11g12340), 
a disease resistance gene in NB-LRR family  is expressed 
in tissues of resistant Nipponbare genotypes, 12 hours 
after infection of M. oryzae, indicating a functional 
role of the gene in the disease cycle. The same gene is 
diff erentially expressed in resistant genotypes compared 
to susceptibility when infected with diff erent fungal 
pathogens (Wamishe et al., 2018; Salvador-Guirao 
et al., 2019). This indicates complex and rigid regulation 
of the RGAs. Genomic abundance of R-genes that 
enable functional redundancy in the ability to recognize 
potential pathogens is widely studied in the rice-blast 
patho-system. For example, a given pathogen isolate 
can be recognized by approximately 8 % of the R-genes 
selected from a genome-wide NBS-LRR gene pool 
(Zhang et al., 2015). Therefore, it is evident that the pool 
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of R-genes/RGAs assembles a robust surveillance system 
in rice for recognizing rapidly evolving pathogens like 
M. oryzae with a signifi cant level of potential functional 
redundancy. 

 The 24 meta-QTLs including 6 previously known 
and 18 novel ones, the high resolution maps, and the 
RGAs made available herein are important additions to 
the existing genetic and genomic resources available for 
resistance breeding for BL and SHB. However, functional 
redundancy is a challenge when R-genes/RGAs are 
selectively targeted in resistance breeding programmes 
to improve host resistance. Because to be eff ective when 

integrated into a target host genetic background a given 
R-gene has to be (i) eff ective against the repertoire of Avr 
genes retained in the local pathogen pool, (ii) not already 
present or inherent in the host genetic background, and 
also (iii) functionally non-redundant in the host-pathogen 
system. Therefore, a systematic screening of the RGA 
pool for the above three criteria is a prerequisite for their 
eff ective use. Nonetheless the number of RGAs predicted 
herein that collocate with meta-QTLs identify putative 
R genes that signifi cantly contribute to phenotypic 
expression of disease resistance in multiple locations and 
multiple genetic backgrounds and therefore are potential, 
stable genomic resources for breeding host resistance. 

Continued -



Meta-QTLs associated with rice diseases  45

Journal of the National Science Foundation of Sri Lanka 50(1) March 2022

Figure 3: Collocation of meta-QTLs predicted herein with known meta-QTLs and resistance QTLs from previous studies. The dark vertical 

lines represent meta-QTLs predicted in this study. Light vertical lines represent meta-QTLs and QTLs from previous studies. 

Meta-QTLs reported in previous studies: q1G2, q1G1, q4P1, q8P2, q9G2, q9P1 (Wang & Valent, 2009), q8G1, q8G8, q9G6, 

q11G5, q11F2 (Ballini et al., 2008) and QTLs reported in previous studies: Pi24, Pi-?(t), Pi24(t), Pi33, Pi29(t), Pi30(t) (Sallaud 

et al., 2003), Pi-Co39, PiCO39(t) (Chauhan et al., 2002), Pit, Pikp (Hayashi et al., 2006), pi21 (Fukuoka & Okuno, 2001), 

Pi36 (Liu et al., 2005), Pizh (Causse et al., 1994; Tanksley, 1993), Pi5 (Wang et al., 1994), Pi-lm2 (Tabien et al., 2000), Pikm 

(Ashikawa et al., 2008), Piks ( Fjellstrom et al., 2003), Pi1 (Yu et al., 1991), Pi18(t) (Ahn et al., 2000), Pise1, MPiz, Pikur1, 

Pikur2, Piis1, Pise, Pia (GOTO, 1970), Pikh (Sharma et al., 2005), Pii2 (Kinoshita and Kiyosawa, 1997), Pi44 (Chen et al., 

1999), Pi38 (Gowda et al., 2006), Pi34 (Zenbayashi et al., 2002), Pik (L. Wang et al., 2009), Pif (Toriyama, 1972), Pikg (Sharma 

et al., 2012), Pib2 (Tabien et al., 1996) PBR, Pbst (Fujii et al., 1995), Pi18 (Nagato, 1998), Pii (Ise, 1991), Pi15 (Qing-Hua et al., 

2003), Pi42 (Ballini et al., 2008). Physical position of the markers are given in Mbp.

- continued from page 44
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Meta-QTL Meta-QTL 

start (bp)

Meta-QTL 

stop (bp)

Gene ID Gene start 

(bp)

Gene stop 

(bp)

Gene domain 

structure

MQTL014 41820536 433374741 LOC_Os01g72390 41986078 41988856 NBS, CC, LRR, TM

LOC_Os01g72680 42169412 42172204 NBS, CC, LRR

MQTL022 31163706 36444094 LOC_Os02g57305 35108829 35110107 CC, NBS, TM, LRR

MQTL041 8667054 31213886 LOC_Os04g21890 12396117 12398915 NBS, CC, TM, LRR

LOC_Os04g30530 18247444 18250388 NBS, CC, LRR, TM

LOC_Os04g30610 18279293 18281498 NBS, CC, LRR, TM

LOC_Os04g30660 18318639 18322459 NBS, CC, LRR, TM

LOC_Os04g30690 18340866 18344512 NBS, CC, LRR, TM

LOC_Os04g39460 23506845 23509631 NBS, LRR, TM

LOC_Os04g43340 25631835 25636842 CC, NBS, LRR, TM

LOC_Os04g46300 27430842 27434629 NBS, CC, TM, LRR

LOC_Os04g51172 30297864 30305606 NBS, TM

MQTL071 7157274 113937562 LOC_Os07g17220 10142289 10145916 CC, NBS, LRR, TM

LOC_Os07g17250 10173157 10176827 NBS, CC, LRR, TM

MQTL072 10115789 3 19502523 LOC_Os07g17220 10142289 10145916 CC, NBS, LRR, TM

LOC_Os07g17250 10173157 10176827 NBS, CC, LRR, TM

LOC_Os07g29810 17524037 17528680 CC, NBS, TM, LRR

LOC_Os07g29820 17529552 17535086 CC, NBS, TM, LRR

MQTL073 23501014 24954614 LOC_Os07g08890 4618666 4622813 NBS, CC, TM, LRR

LOC_Os07g09900 5263409 5267310 CC, NBS, TM, LRR

LOC_Os07g09940 5292921 5293886 NBS, LRR, TM

LOC_Os07g17220 10142289 10145916 CC, NBS, LRR, TM

LOC_Os07g17250 10173157 10176827 NBS, CC, LRR, TM

LOC_Os07g29810 17524037 17528680 CC, NBS, TM, LRR

LOC_Os07g29820 17529552 17535086 CC, NBS, TM, LRR

LOC_Os07g33690 20129648 20135321 CC, NBS, TM, LRR

LOC_Os07g33720 20157460 20160904 CC, NBS, LRR, TM

LOC_Os07g40810 24456130 24459910 NBS, LRR, TM

MQTL083 5326953 8156813 LOC_Os08g09430 5466374 5469304 NBS, CC, TM, LRR

LOC_Os08g10260 5964410 5967847 NBS, CC, TM, LRR

LOC_Os08g10430 6127418 6131390 NBS, CC, TM, LRR

LOC_Os08g10440 6137622 6141505 CC, NBS, LRR, TM

LOC_Os08g12740 7539941 7551989 NBS, LRR, TM

MQTL092 16201951 19168603 LOC_Os09g30220 18391869 18397839 NBS, CC, TM, LRR

LOC_Os09g30230 18402208 18404264 NBS, CC, TM, LRR

MQTL112 2435497 25125119 5 LOC_Os11g10550 5777015 5787839 CC, NBS, LRR, TM

LOC_Os11g10570 5797007 5801720 NBS, TM, LRR

LOC_Os11g10610 5820833 5826729 CC, NBS, LRR, TM

LOC_Os11g10620 5828343 5828674 CC, NBS, LRR, TM

LOC_Os11g10760 5907950 5911943 CC, NBS, LRR, TM

LOC_Os11g10770 5911937 5919029 NBS, LRR, TM

LOC_Os11g11550 6419845 6424350 NBS, LRR, TM

LOC_Os11g11770 6532861 6535926 CC, NBS, LRR, TM

LOC_Os11g11790 6541924 6546026 NBS, LRR, TM

LOC_Os11g11810 6554514 6561687 NBS, CC, TM, LRR

LOC_Os11g11950 6631958 6634662 CC, NBS, LRR, TM

LOC_Os11g11960 6638262 6640922 CC, NBS, LRR, TM

LOC_Os11g12000 6668507 6681159 CC, NBS, LRR, TM

LOC_Os11g12020 6690417 6690681 CC, NBS, LRR, TM

LOC_Os11g12040 6692025 6697566 CC, NBS, LRR, TM

Table 4: Putative resistance genes that collocate with the meta-QTLs

Continued -
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1  RG331; 2 C39; 3  C1023; 4 RG128; 5 G4001
a, b, c, d, e Second nearest marker was used due to the unavailability of physical position of the fi rst nearest marker

Meta-QTL Meta-QTL 

start (bp)

Meta-QTL 

stop (bp)

Gene ID Gene start 

(bp)

Gene stop 

(bp)

Gene domain 

structure

LOC_Os11g12050 6703120 6709237 CC, NBS, LRR, TM

LOC_Os11g12300 6872037 6873056 CC, NBS, LRR, TM

LOC_Os11g12320 6875946 6877418 CC, NBS, LRR, TM

LOC_Os11g12330 6878608 6884945 CC, NBS, LRR, TM

LOC_Os11g12340 6888057 6896357 CC, NBS, LRR, TM

LOC_Os11g12350 6896964 6898774 CC, NBS, LRR, TM

LOC_Os11g13940 7712006 7717010 CC, NBS, TM, LRR

LOC_Os11g15670 8883111 8885768 CC, NBS, TM, LRR

LOC_Os11g16510 9136895 9137837 NBS, LRR, TM

LOC_Os11g17110 9505035 9505904 NBS, TM, LRR

LOC_Os11g17120 9508232 9509376 NBS, CC, TM, LRR

LOC_Os11g29030 16807964 16809227 NBS, LRR, TM

LOC_Os11g29050 16821579 16826538 NBS, LRR, TM

LOC_Os11g29520 17126630 17132216 CC, NBS, TM, LRR

LOC_Os11g29980 17425545 17429007 NBS, CC, LRR, TM

LOC_Os11g29990 17434258 17438286 NBS, CC, LRR, TM

LOC_Os11g30060 17484860 17489555 CC, NBS, TM, LRR

LOC_Os11g30110 17508573 17509867 NBS, CC, LRR, TM

LOC_Os11g30210 17561346 17565177 NBS, CC, LRR, TM

LOC_Os11g35580 20859839 20862861 NBS, CC, TM, LRR

LOC_Os11g36410 21468751 21472160 NBS, CC, LRR

LOC_Os11g38480 22799288 22802116 NBS, CC, LRR

LOC_Os11g38580 22862447 22867268 NBS, CC, LRR

LOC_Os11g39160 23305866 23313424 NBS, LRR, TM

LOC_Os11g39260 23377646 23378368 NBS, LRR, TM

LOC_Os11g39280 23389785 23391708 NBS, CC, TM, LRR

LOC_Os11g40780 24387280 24390444 CC, NBS, TM, LRR

LOC_Os11g41170 24670967 24674338 NBS, TM, LRR

LOC_Os11g41210 24712661 24719904 NBS, TM, LRR

LOC_Os11g41540 24911501 24917050 NBS, CC, TM, LRR
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Abstract: The Northern Indian Ocean is vulnerable to tropical 
cyclone (TC) related hazards that adversely aff ect people, 
infrastructure, and economies in the region. Considering the 
region’s importance, supportive environmental factors for TC 
(> 17 knots) activity in the Arabian Sea (AS) and the Bay of 
Bengal (BoB) have been examined utilizing ocean-atmosphere 
datasets (1891–2016). The reasons for more TCs during 2011 
and  2015 and less during 2013 in the AS than the BoB have been 
discussed. A decreasing (increasing) trend in the TC frequency 
is observed in the BoB (AS), which correlates negatively 
(positively) with sea surface temperature (SST). Though the 
TC frequency is larger in the BoB, the AS has experienced 
higher TC frequency on fi ve occasions (1902, 2001, 2004, 
2011 and 2015) during the 1891–2016 period. The observed 
trend in the Indian Ocean Dipole (IOD) index emphasizes a 
positive impact on the TC genesis in the AS. Results revealed 
that warmer SSTs supported by the co-occurrence of El Niño/
Southern Oscillation (ENSO) and IOD events associated with 
a relatively deep 26 °C isothermal layer (D26) enhanced the 
TC formation in the AS during 2011 and 2015. The TC genesis 
is suppressed under the neutral conditions of ENSO and IOD 
(i.e., 2013) in the AS, and that brings the relative importance 
of the SST cooling associated with a deeper mixed-layer and 
shallow D26. Further, the observed diff erences in parameters 
between the regions are larger during the primary TC peak 
season (October - December). Although a recent increment of 
TCs is noted in the AS (compared to the BoB), the specifi c roles 
of the infl uencing factors on TC activities over the AS remain 
debatable.

Keywords: Arabian Sea, Bay of Bengal, ENSO, IOD, tropical 
cyclones. 

INTRODUCTION

Tropical cyclones (TCs) are one of the disastrous 
natural hazards which cause numerous ecological and 
economical losses to the environment and society under 
favourable conditions. As TCs can cause catastrophic 
losses, related studies have practical importance in 
minimizing such possible damages. Nearly 7 % of TCs 
in the world are considered to occur in the Northern 
Indian Ocean (NIO) (WMO, 2008), which holds unique 
characteristics compared to the other two major Oceans. 
The Arabian Sea (AS) and the Bay of Bengal (BoB) 
enhance the complexity of the NIO region. Mohanty et al. 
(2012) demonstrated that the BoB contributes ~75 % of 
TCs while AS constitutes the remaining 25 % in the NIO. 
Due to the region’s importance, many recent studies have 
been carried out to understand the TC activity in the NIO 
(Evan & Camargo, 2010; Girishkumar & Ravichandran, 
2012; Mahala et al., 2015). By utilizing data over 122 
years (1877–1998), Singh et al. (2001) have suggested 
that the TC activities in the BoB indicate an increasing 
trend during November and May, while such a trend is 
absent in the AS. Further, Webster et al. (2005) have 
highlighted that the warming in the NIO is infl uencing 
the increased TCs activity in the region. Studies have 
shown that the TC frequency is high during the primary 
(October - December) and the secondary (April - June) 
TC peak seasons in the NIO and albeit their short-term 
time scales and extreme conditions. Several studies have 
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discussed the importance of upper-ocean variability 
during the formation and intensifi cation of TCs in the 
NIO (Lin et al., 2009; Wang & Han, 2014).

 TC genesis is infl uenced by the warmer (> 28  °C) sea 
surface temperature (SST), higher relative humidity (RH), 
weaker tropospheric wind shear, and thermodynamically 
unstable atmosphere (Henderson et al., 1998; McPhaden 
et al., 2009). Also, Sarma et al. (1990) have pointed out 
that the cyclone heat potential and the depth of the 26 °C 
isothermal layer (D26) are two major infl uencing factors 
for the TC activities in the region. Further, the two major 
modes of climate variability, the El Niño-Southern 
Oscillation (ENSO) (McPhaden, 2002) and the Indian 
Ocean Dipole (IOD) (Saji et al., 1999), are thought to 
infl uence the TC activity in the NIO (Girishkumar & 
Ravichandran, 2012; Mahala et al., 2015). The impact of 
diff erent phases of ENSO (La Niña, El Niño, and neutral 
ENSO) and IOD (pIOD: positive IOD, nIOD: negative 
IOD, and neutral IOD) on the TC activity in the BoB have 
been discussed in Mahala et al. (2015). Further, the same 
study reveals that the maximum frequency of TCs in the 
BoB is observed during La Niña years, nIOD years, and 
during the co-occurrence of La Niña with nIOD. Yuan 
and Cao (2013) have shown that the TC activity in the 
NIO is notably infl uenced by the IOD mode and PIOD 
events associated with warmer (cooler) SST anomalies 
strengthen (weaken) the convection over the western 
(eastern) NIO. However, less importance of higher 
SSTs to the hurricane frequency in the North Atlantic 
Ocean has been discussed in Donnelly and Woodruff  
(2007) and has suggested that the noted variability in the 
intense hurricane frequency was probably modulated by 
the atmospheric dynamics associated with ENSO and 
West African monsoon. Further, the possible impact of 

anthropogenic warming on TC activity in the AS has 
been argued in Murakami et al. (2017). It shows that the 
continued anthropogenic forcing will further amplify 
the risk of TCs in the AS. However, the interactive 
infl uence from these phenomena to the formation and 
intensifi cation of TCs in the NIO is still debatable. 
Thus, predicting the TC activity in the NIO has been a 
challenging problem due to the dynamics in the region.

 In this study, TC activity in the NIO during 1891–
2016 is examined by utilizing ocean-atmosphere 
datasets. Further, using the most recent observations 
from January 2010 to December 2016 as a case study, it 
has been discussed why did the AS only favoued the TCs 
during 2011 and 2015 (i.e., did not favour during 2013), 
compared to that observed in the BoB. Understanding 
the TC activity and related infl uencing factors between 
the AS and the BoB will enhance the accuracy of the 
model predictions in the region. 

MATERIALS AND METHODS

The annual frequency of depressions and tropical 
cyclones (D/TCs) over the AS and the BoB during 
1891–2016 was obtained from the Regional Specialized 
Meteorological Centre (RSMC), Indian Meterological 
Department (IMD). The D/TCs with maximum wind 
speed higher than 17 knots had been considered, 
(Depressions: 17–33 knots, Cyclonic Storms: 34-47 
knots, severe cyclonic storms: ≥ 48 knots). Based on the 
past D/TCs events, the region in the BoB (5° N - 20° N, 
82° E - 96° E) and AS (5° N - 20° N, 58° E - 72° E) were 
selected to comparatively examine the atmospheric and 
oceanic conditions (Figure 1). Monthly mean data from 
extended reconstructed monthly sea surface temperature 

Figure 1: The study area: selected region (5° N - 20° N, 58° E - 72° E) in the Arabian sea (shaded in red) 

and selected region (5° N - 20° N, 82° E - 96° E) in the Bay of Bengal (shaded in green)
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version 5 (ERSSTV5) was used to examine the SST 
variability during 1891–2016 (Huang et al., 2017) 
Monthly mean zonal and meridional winds at 200 hPa 
and 850 hPa levels were extracted (Kalnay et al., 1996) 
to examine the variability of the wind shear during 1891–
2016 in the NIO. 

 ENSO intensity was calculated based on Niño 3.4 
index, which is an area average of SST anomalies over 
5° N - 5° S and 170° W - 120° W (Kim et al., 2014) for 
the period of 1891–2016. For the same period IOD index 
was calculated, as the diff erence between SST anomalies 
in two regions of the tropical Indian Ocean (West: 10° 
S - 10° N, 50° E - 70° E, and East: 10° S - 0° S, 90° E - 
110° E) (Saji et al., 1999).

 Three recent years were selected as a case study 
(i.e, 2011, 2013, and 2015) to comparatively examine 
the environmental factors which infl uence the TC 
frequency in the AS and the BoB. Further, daily 
SST data from Optimum Interpolation Sea Surface 
Temperature (OISST) (Huang et al., 2021), daily wind 
data [from the Advanced Scatterometer (ASCAT)], 
daily air temperature (T

air
), sea level pressure (SLP), 

and relative humidity (RH) data [from National Centre 
for Environmental Prediction (NCEP2)] were used to 
study the sea surface and atmospheric conditions in the 
region. Radiative (shortwave and longwave radiation) 
and turbulent (latent and sensible heat fl uxes) air-sea 

heat fl ux data were obtained from the TropFlux (Praveen 
Kumar et al., 2012). The daily data were smoothed using 
a 30 d running mean fi lter. Further, the mixed-layer depth 
(MLD), barrier layer thickness (BLT), 26 °C isothermal 
layer depth (D26), and 20 °C isothermal layer depth 
(D20) were computed using Argo data. The MLD has 
been estimated as the depth where the density change is 
equivalent to 0.2 °C temperature criterion starting from a 
reference depth of 10 m (de Boyer Montegut et al., 2004). 
The BLT has been computed as the diff erence between 
the top of thermocline depth and the MLD (Sprintall & 
Tomczak, 1992). All the datasets were area-averaged to 
facilitate the analysis.

RESULTS AND DISCUSSION

Long term variability of the TC frequency in the NIO

Earlier studies have pointed out the dominance of the 
D/TCs activity in the BoB (compared to the AS) by 
considering the observed ocean-atmosphere conditions 
between the regions. Similarly, analysis of this study 
indicates that the total observed D/TC frequency (> 17 knots) 
since 1981 in the BoB has been around ~20/year (Figure 
2a) while it has been around ~3/year in the AS (Figure 2b). 
However, the observed D/TCs frequency tends to decrease 
after the 1960s in the BoB while increasing in the AS after 
the 1990s. However, it is noted that the observed D/TCs 
frequency in the AS was higher than the BoB on fi ve 

Figure 2: The observed tropical cyclone (TC) frequency during 1891 – 2016: (a) in the Bay of Bengal (BoB), (b) 

in the Arabian sea (AS), and (c) the diff erences in the TC frequency (BoB - AS). Only the TCs with a 

maximum wind speed larger than 17 knots have been considered in the study.
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Figure 3: Observed (a) Sea surface temperature (SST) climatology (1891 – 2016), (b) SST linear trend (1891 – 2016), (c) area-averaged SST time 

series [σ = ± 0.41 and ± 0.34, Arabian sea (AS) and Bay of Bengal (BoB) respectively], and (d) SST anomaly calculated removing the 

SST climatology of each region.

Warmer SSTs and weaker vertical wind shear are 
two important factors that infl uence the TC activity in 
the NIO. Climatology indicates that the AS has been 
relatively cool compared to the BoB (Figure 3a) over the 
study period, and it has been warming (~1 °C/Century) 
faster than the BoB (Figure 3b). Average SST in the BoB 
region remains around the threshold for TC activity (i.e., 
28 °C) during the pre-industrial period and gradually 
started to warm after the 1950s, while the AS started to 
exceed the SST threshold in the late 1990s (Figure 3c). 
Timeseries of SST anomalies calculated with respect 
to the climatology of each region emphasize that both 
regions have been warming since the 1890s (Figure 3d). 
Further, a positive correlation between the mean SST 
and the D/TC frequency in the AS (r = 0.2) is evident 
in the results, while the relation is negative for the BoB 
(r = -0.5). Although the mean SST in both regions is 
increasing, the noted diff erence in the relation between 
mean SST and the D/TC frequency highlights other 

factors that may infl uence the TC activities in the region. 
The vertical wind shear variability between 200 hPa and 
850 hPa levels over the regions has been examined, and 
a weakening of zonal wind shear is identifi ed (Figures 4a 
and 4c). The variability of meridional wind shear is trivial 
in the BoB and is likely to increase in the AS (Figures 4b 
and 4d). Considering the magnitude of the vertical wind 
shear, the zonal wind shear is likely to dominate over 
the meridional wind shear in the region. The observed 
weakening of zonal wind shear is relatively large in the 
AS than in the BoB and may play a supportive role for 
the region’s TC activities. 

 ENSO and IOD are considered as two major modes 
of climate variability in the Indian Ocean on interannual 
time scales (Saji et al., 1999; McPhaden, 2002; Meyers et 
al., 2007). The impact of ENSO and IOD on TC activity 
has been discussed in many of the previous studies (e.g., 
Girishkumar & Ravichandran, 2012; Mahala et al., 

occasions (i.e., 1902, 2001, 2004, 2011, and 2015) (Figure 
2c). Notably, four of these cases occurred after 2000. It 
emphasizes the importance of D/TCs activity in the AS and 
the role of the infl uencing factors. Murakami et al. (2017) 

argued that anthropogenic forcing has likely increased the 
extremely severe TCs in the AS since the pre-industrial era. 
However, that study does not discuss how and why the TC 
activity in the AS is increasing.
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Figure 4: The estimated vertical wind shear over the Arabian sea (AS) and Bay of Bengal (BoB) from 1948 – 2016. (a) Zonal wind shear in the 

BoB, (b) meridional wind shear in the BoB, (c) zonal wind shear in the AS, and (d) meridional wind shear in the AS. The dashed black 

line in each fi gure illustrates the calculated trend m/s per century.

2015). Based on 117 years of data, Mahala et al. (2015) 
pointed out that the maximum frequency of TCs in the 
BoB is evident during La Niña years, nIOD years, and 
La Niña with nIOD. Further, they have suggested the 
possibility of more severe cyclones during La Niña + 
pIOD years, and the TC formation region can be shifted 
based on the type of IOD in the BoB. It is evident in the 
results that during the co-occurrence of pIOD with either 
La Niña (2011) or El Niño event (2015), the frequency 
of D/TCs is higher in the AS than that in the BoB. 
Girishkumar and Ravichandran (2012) pointed out that 
the nIOD year is favourable for extreme TC activity in 
the BoB and argued that the SST and vertical wind shear 
might not be the reason for the observed diff erences in 
the TC activity during ENSO events (either La Niña or 
El Niño) in the BoB.

 The variability of the ENSO and IOD indexes are 
presented in Figure 5. Although the ENSO index indicates 
a weaker trend (~0), it points out the occurrence of 
strong El Niña events (Niño 3.4 index > 2.0 °C) after 
the 1950s than strong La Niña events (Figure 5a). 
The TC activity is found to be suppressed during El 

Niño years mainly due to the increased vertical wind 
shear (Murakami et al., 2017), and many studies have 
pointed out the positive impact from La Niña years on 
TC formation and intensifi cation (Mohanty et al., 2012; 
Mahala et al., 2015). ENSO index correlates positively 
with AS SST (r = 0.29) and with BoB SST (r = 0.17). 
Though these correlations are not strong, still they 
suggest that the impact of ENSO on SST is likely higher 
in the AS than the BoB. In agreement with the observed 
warming trend in the western Indian Ocean (Figure 3b), 
the IOD index also indicates a positive trend, which may 
favour more pIOD events in the future (Figure 5b). The 
pIOD is thought to increase the convection activity in 
the AS, which favours the formation of D/TCs. Thus, 
the positive trend of IOD favours the D/TCs genesis in 
the AS compared to that in the BoB. Further, observed 
higher TC frequency in the AS after 2000 brings the 
relative importance of the variability of SST warming 
and weakening of vertical wind shear associated with 
ENSO and IOD. A comparative examination of ENSO 
and IOD infl uences in the two regions was undertaken 
by selecting three years after 2010. The results of that 
comparative study are discussed below.
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Figure 5: (a) The Niño 3.4 index variability during 1891 – 2016, and (b) Indian ocean dipole (IOD) 

index variability during 1891 – 2016. The dashed black line in each fi gure represents the 

observed trend (per century) during the specifi c time periods.

Variability of TC frequency during 2010 – 2016 in the 
NIO

Observed depressions and TCs in the AS and the BoB 
during 2010 – 2016 

Both atmospheric and oceanic conditions infl uence the 
formation of D/TCs. Hence understanding their relative 
importance is important for a complex region like NIO. 
A total of 59 cases [depressions (Ds): 35, cyclonic storms 
(CS): 15, severe cyclonic storms (SCS): 9] in the BoB and 
34 cases (Ds: 19, CS: 10, SCS: 5) in the AS from January 
2010 to December 2016 have been selected (Figure 6a). 
During 2011 and 2015, the observed frequency of D/TCs 

was higher in the AS than in the BoB. The formation of 
D/TCs is (almost) suppressed in the AS (1 case). The 
maximum number of D/TCs in the BoB (17 cases) was 
observed in 2013 (Figure 6a). The observed diff erences 
highlight the importance of the interactive role of the 
ocean atmosphere. Many studies have pointed out the 
relative importance of low-level vorticity, weak vertical 
wind shear, warmer SSTs associated with ENSO and IOD 
for the formation and intensifi cation of D/TCs in the NIO 
(e.g., Mahala et al., 2014). To understand the infl uence of 
the upper ocean, the impact of ENSO and IOD during the 
study period was examined, and the results are presented 
in Figure 6b.
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Figure 6: (a) The number of tropical cyclones observed during 2010 – 2016 in the Arabian sea (AS) and Bay 

of Bengal (BoB), and (b) variability of Niño 3.4 index and Indian ocean dipole (IOD) during 2010 

– 2016. The following threshold values are considered in the present study. The solid black lines 

represent the threshold for Nino 3.4 index (±0.5° C): El Niño (> + 0.5° C), and La Niña (< - 0.5° 

C). The black dashed lines represent the threshold for IOD index (±0.4° C): pIOD (> + 0.4° C), 

and nIOD (< - 0.4° C).

The occurrence of the La Niña event (June 2010 – March 
2012), neutral ENSO (April 2012 – October 2014), and 
El Niño event (November 2014 – May 2016) during the 
study period is evident from Niño 3.4 index data. The 
IOD data illustrates the presence of three pIOD years 
(2011, 2012, and 2015) during the study period (Figure 
6b). During the absence of ENSO and IOD (2013: 
hereafter neutral year), the number of D/TCs is highest 
(minimum) in the BoB (AS). Based on the observed 
diff erences in the number of D/TCs between the AS and 
the BoB, the years 2011 (La Niña + pIOD), 2013 (neutral 
year), and 2015 (El Niño + pIOD) has been selected as 
a case study to examine the infl uence from atmospheric 
and oceanic conditions comparatively.

Importance of surface conditioning in the AS and the 
BoB during 2010 – 2016

The annual mean of the surface parameters (i.e., SST, T
air

, 
wind speed, RH, and SLP) have been estimated for the two 

regions, and the results are presented in Table 1a. SST of 
the AS reached its minimum during 2013 and maintained 
a warmer surface during 2011 and 2015. However, the 
BoB was warmer than the AS during the selected years. 
This diff erence of SST between the two regions is largest 
during 2013 (0.65 °C) compared to that in 2011 (0.56 °C) 
and 2015 (0.43 °C) (Table 1a). The seasonal cycle of T

air
 

follows a similar pattern to the observed seasonal cycle 
of SST, thus indicating cooling in the AS and the BoB 
during 2013 than the years 2011/2015 (Table 1a). Winds 
over the AS are higher than that of BoB during the 
selected years, and that may be due to the strengthening 
of low-level jet streams (Findlater jet) over the AS and 
western India during summer (Findlater, 1969). Also, 
the estimated zonal vertical wind shear is larger in the 
AS compared to t the BoB during the selected years, and 
it is maximum during 2013 in the AS (Table 1a). The 
mean RH is almost similar in both regions, and the mean 
SLP is relatively high over the AS compared to which 
is observed in the BoB. Thus, the noted favourable 
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conditions associated with relatively high SSTs, T
air

, RH, 
relatively low SLP, and wind shear suggest higher D/TCs 
in the BoB than in the AS. Nevertheless, diff erences 

observed in the formation of D/TCs during 2011, 2013, 
and 2015 highlight the interactive infl uence of other 
factors on D/TCs genesis in the two regions.

Parameter
2011 2013 2015 Std.

AS BoB AS BoB AS BoB AS BoB

SST (°C) 27.99 28.55 27.90 28.55 28.47 28.90 1.07 0.84

T
air

 (°C) 26.81 27.51 26.67 27.33 26.87 27.47 1.27 1.25

WSPD (ms-1) 6.26 6.20 6.28 6.09 6.44 6.21 2.43 2.12

Z Wind shear (ms-1) 15.7 12.3 13.3 11.8 14.0 11.5 1.4 1.2

RH (%) 74.3 75.3 75.3 75.8 74.4 75.8 4.61 4.29

SLP (mb) 1010 1008.8 1010.6 1009.4 1011 1009.4 2.20 2.3

Table 1a: Mean surface conditions were observed in the Arabian sea (AS) (5° N - 20° N, 58° E - 

72° E) and the Bay of Bengal (BoB) (5° N - 20° N, 82° E - 96° E) during the selected 

years.

Variation of air-sea heat fl uxes in the AS and the BoB 
during 2010 – 2016

The variability of air-sea heat fl uxes is examined 
utilizing data from TropFlux to understand their relative 
importance on D/TCs genesis during the study period. 
The annual mean air-sea heat fl uxes [i.e., shortwave 
radiation (Q

SW
), longwave radiation (Q

LW
), latent heat 

fl ux (Q
L
), sensible heat fl ux (Q

S
), and net surface heat fl ux 

(Q
NET

)] in the AS and the BoB during 2011, 2013, and 
2015 are presented in Table 1b. Inconsistent with earlier 
studies, the bimodal pattern of the air-sea heat fl uxes is 
evident in both regions. Average heat gain through Q

SW
 

is higher in the AS than BoB, while the mean heat loss 
due to Q

LW
 is also higher in the AS (Table 1b). Thus, 

the radiative fl uxes dominate the AS compared to the 
BoB with relatively high values during the study period. 
Q

L
 dominates over Q

LW
 in both regions and indicates a 

higher heat loss controlling the heat gain through Q
SW

. 
Heat loss through Q

S
 is almost similar in both regions and 

remains around -8 Wm-2. Further, the average heat loss 
due to turbulent heat fl uxes are relatively high in 2013 
compared to 2011/2015 in both regions and provides 
evidence for strong wind mixing during 2013 (Table 1b).
The impact of the radiative and turbulent heat fl uxes is 
summarized in Q

NET
. The annual mean Q

NET
 is positive in 

both regions and indicates potential warming during the 
study period. More heat energy is stored in the AS than 
in the BoB. This diff erence is more considerable during 
2011/2015 than in 2013 (Table 1b). The diff erence in the 
mean Q

NET
 between the regions is maximum (11.3 Wm-

2) during 2013, while it is minimum (~3.7 Wm-2) during 
2011. Though the mean Q

NET
 indicates higher warming 

in the AS during the selected years (i.e., 2011, 2013, and 
2015), warmer SSTs are not evident (compared to the 
BoB). Relatively higher SSTs are evident in the BoB 
during the selected years, and the diff erences observed 
between the regions highlight the importance of upper 
ocean variability, which can infl uence the SST cooling/
warming.

Parameter   

(Wm-2)

2011 2013 2015 Std.

AS BoB AS BoB AS BoB AS BoB

Q
SW

216.3 190.0 214.7 186.0 215.8 195.5 35.2 39.7

Q
LW

-56.6 -47.8 -55.5 -47.4 -55.7 -47.7 16.0 16.0

Q
L

-121.7 -108.7 -124.1 -113.5 -121.4 -111.7 32.3 26.0

Q
S

-8.0 -8.5 -7.9 -8.8 -8.1 -8.4 3.7 3.8

Q
NET

33.53 28.0 30.0 18.7 34.0 30.3 57.3 53.9

Table 1b: Mean air-sea heat fl uxes were observed in the Arabian sea (AS) (5° N - 20° N, 58° E - 72° 

E) and the Bay of Bengal (BoB) (5° N - 20° N, 82° E - 96° E) during the selected years.
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Upper-ocean variability in the AS and the BoB during 
2010 – 2016

Monthly average gridded Argo data is used to examine the 
variability of MLD, BLT, D20, and D26 during the study 
period. Table 1c shows the annual mean of the above 
parameters in the two regions during 2011, 2013, and 
2015. Average MLD remains ≥ 50 m in the AS, while it 
is less than 40 m in the BoB during 2011, 2013, and 2015 
(Table 1c). The deepening of the MLD in the AS indicates 
the infl uence of wind mixing during weaker stratifi cation 
(compared to the BoB). A barrier layer between the 
bottom of the mixed-layer and the top of the thermocline 
restricts the mixing of water between the mixed-layer and 
the thermocline (Vialard & Delecluse, 1998b). A barrier 
layer is evident, and the mean BLT remains higher in the 
BoB, where it is relatively low in the AS (Table 1c). The 
barrier layer in the AS almost disappeared during summer 
when MLD reaches its maximum due to wind mixing. 
Thus, a relatively low MLD with a thicker barrier layer 
indicates that the BoB does not favour strong mixing in 
the upper-waters and tends to maintain warmer SSTs 
during summer than that in the AS.

 Henderson et al. (1998) suggested the importance of a 
deeper thermocline, which is favourable for the formation 
of D/TCs. D20 was selected as the representative layer 
for the thermocline to examine its variability in the AS 
and the BoB. Like the variability observed in MLD and 
BLT, a deeper D20 is observed in the AS (compared to the 
BoB) during the study period. D26 is another important 
factor determining the formation and intensifi cation of 
D/TCs (Sarma et al., 1990). The heat content of the water 
column above the D26 is defi ned as the cyclone heat 
potential, which provides evidence for the energetically 
active zones in the ocean that are favourable for the 
formation of D/TCs. The average D26 remains shallow in 
the AS during 2011, 2013, and 2015. Though diff erences 
in the parameters are observed between the two regions 
during the selected years, the annual mean conditions do 
not provide any clear evidence for why D/TC frequency 
is larger during 2011/2015 in the AS compared to 2013. 

Therefore, the variability of the environmental factors 
during the primary and secondary TC peak seasons 
between the regions is examined.

Comparison of the environmental factors during the 
Primary and Secondary TC peak seasons 

Seasons have been categorized following Girishkumar 
and Ravichandran (2012) as primary TC peak season 
(PTCS) (October – December) and secondary TC 
peak season (STCS) (April – June). McPhaden et al. 
(2009) suggested that these months are favourable for 
D/TCs activity due to the existence of warmer SSTs, 
thermodynamically unstable atmosphere, and weak 
tropospheric wind shear in the BoB. Studying the TCs 
genesis over the AS for 1979 – 2008, Evan and Camargo 
(2010) also show the importance of the primary and 
secondary peak seasons on the formation of D/TCs.

 The SST variability during the primary and secondary 
TC peak seasons are presented in Figure 7. It indicates 
that the co-occurrence of ENSO and IOD infl uenced 
both regions during PTCS and STCS. The warmest SSTs 
are noted during the co-occurrence of El Niño + pIOD 
(2015) in the NIO compared to the La Niña + pIOD event 
(2011). In comparison with 2011/2015, cooler SSTs 
during the neutral year (2013) are identifi ed. Though both 
the regions maintain an average SST, it is higher than 
29 °C during the STCS and less than 28 °C during the 
PTCS. The presence of warmer SSTs during the STCS is 
supported by the spring mini-warm pool that exists in the 
BoB (Pathirana & Priyadarshani, 2020). As the warmer 
temperatures in upper-waters positively infl uence the TC 
genesis, SST variability observed during 2010 – 2016 
brings its relative importance to TC genesis in the region. 
Though the BoB favours the formation of D/TCs during 
either La Nina or El Nino events in compared to Neutral 
years due to relatively higher SSTs, the TC genesis in the 
BoB is lower than that observed in the AS during 2011 
and 2015. Hence the co-occurrence of an ENSO+IOD 
event may have infl uenced the formation of D/TCs in 
the region. Thus, the results suggest the importance of 

Parameter 

(m)

2011 2013 2015 Std.

AS BoB AS BoB AS BoB AS BoB

MLD 55.1 37.9 54.3 36.5 49.3 38.2 17.4 6.2

BLT 3.2 15.8 4.5 16.6 4.0 14.9 4.1 7.2

D20 129.0 126.5 137.2 122.6 137.5 122.3 11.5 6.9

D26 73.5 78.9 73.5 75.4 73.3 75.4 10.4 7.0

Table 1c: Mean upper-ocean variability observed in the Arabian sea (AS) (5° N - 20° N, 58° E - 72° 

E) and the Bay of Bengal (BoB) (5° N - 20° N, 82° E - 96° E) during the selected years.
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Figure 7: The variation of mean Sea surface temperature (SST) in the NIO during the primary tropical cyclone 

(TC) peak season (April-June) (a) 2011, (b) 2013, and (c) 2015, and the variation of mean SST during 

the secondary TC peak season (October-December) (d) 2011, (e) 2013, and (f) 2015. The boxes represent 

the selected region between 5° N - 20° N, 58° E - 72° E in the Arabian sea (AS) and the selected region 

between 5° N - 20° N, 82° E - 96° E in the Bay of Bengal (BoB).

2011 2013 2015

Primary Secondary Primary Secondary Primary Secondary

AS BoB AS BoB AS BoB AS BoB AS BoB AS BoB

SST 28.29 28.47 29.19 29.35 28.08 28.35 29.14 29.56 28.73 28.99 29.63 29.72

T
air

 26.73 26.92 28.27 28.84 26.55 26.95 28.28 28.83 26.28 26.88 28.77 29.03

WSPD 5.3 5.4 5.5 6.6 5.3 5.9 5.3 5.4 4.9 5.9 6.5 6.0

RH 73.5 74.4 73.8 75.8 75 75 75.1 75.9 71.9 74.7 74.3 75.2

SLP 1010.8 1010.3 1009.1 1007.2 1011.4 1010.6 1009.2 1007.6 1012 1010 1009.6 1008

Q
SW

188.5 181.9 246.6 216.4 203.9 165.6 233.2 200.5 183 176.7 238.3 209.8

Q
LW

-55.4 -51.3 -52.3 -43.6 -58 -45.8 -49.7 -41.7 -49.8 -48 -50.5 -42

Q
L

-120.8 -114 -131.2 -113.3 -138.7 -122.4 -126 -112.6 -119.2 -111.1 -119.5 -114.6

Q
S

-8.1 -8.2 -8.8 -6.7 -8.2 -9.9 -7.8 -7.7 -8.5 -9 -7.7 -8.2

Q
NET

0.1 8.3 64.4 57.4 -4.4 -11.7 60 44.1 -1.6 10.5 69.9 51.1

MLD 49.1 32.6 37.4 32.3 43.6 32.0 41.4 35.6 43.0 32.5 32.3 34.8

BLT 3.1 17.7 4.8 7.8 -0.4 19.2 5.4 8.6 1.6 17.5 3.6 7.4

D20 123 117.4 135.6 131.1 123.1 115 141.6 126.3 127.7 114 141.2 128.4

D26 71.4 69.6 76.6 85.6 61.3 68.3 81.1 81.9 67.4 69.1 74.9 82.2

Table 2: Variability in the mean conditions during the primary and secondary tropical cyclone (TC) peak seasons in the Arabian sea (AS) and 

the Bay of Bengal (BoB).
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the interaction within other infl uencing factors, which 
determines the eff ect of SST on TC genesis in the region.
Seasonal changes in the analyzed atmosphere-ocean 
conditions during 2011, 2013, and 2015 are presented in 
Table 2. The diff erences between the observed parameters 
during the STCS are relatively lower than those observed 
in the PTCS. The lowest SSTs are observed during the 
PTCS of 2013 in the AS and the BoB. The relative 
weakening of QLW, QL, and QS has the potential to 
enhance the seasonal warming in the NIO (Pathirana 
et al., 2020). The Q

NET
 indicates a cooling tendency in 

both regions during the PTCS of 2013. However, they 
also indicate a warming tendency during 2011 and 2015. 
During all the seasons, MLD in the AS remains deeper 
than the BoB, with an average diff erence of ~ 15m. The 
barrier layer that infl uences the SST by restricting the 
mixing in the upper ocean remains relatively low in the 
AS during all the seasons. The lowest BLT (-0.4 ± 5.4 m) 
is recorded during the PTCS of 2013. Like the observed 
MLD and BLT, the D20 is also deeper in the AS 
(compared to the BoB). Further, the depth of the D26 is 
deeper during the PTCS of 2011/2015 in the AS, while it 
is shallower during 2013.

 Thus, the relative importance of the cooler SSTs, 
cooler T

air
, higher heat loss through air-sea heat fl uxes 

are observed in the AS during 2013 and points out that 
AS did not favour the formation of TCs (compared to the 
BoB) in 2013. Also, the observed deeper mixed-layer, 
relatively thinner barrier layer associated with shoaling 
D26 does not facilitate the TC genesis in the AS during 
2013. During the absence of forcing from ENSO and IOD, 
the SST in the AS indicates a cooling tendency supported 
by wind mixing and upwelling of cold thermocline 
waters. Warmer SSTs and relatively strong stratifi cation 
in the BoB enhance the conditions and favour the TC 
genesis. The atmospheric and oceanic conditions in the 
AS enhanced under the infl uence of ENSO and IOD. 
Thus, based on the variability of atmosphere-ocean 
conditions with the impact of ENSO and IOD, the study 
demonstrates the variability of D/TCs genesis in the 
AS and the BoB. However, this study is focused on the 
relative importance of the ocean surface and subsurface 
conditions and their infl uence on the D/TCs genesis in 
the NIO. The interactive roles from the low-level relative 
vorticity and D/TC genesis locations are not examined, 
and therefore, more studies are required to understand 
the dynamics in the region.

CONCLUSION 

Environmental factors for TC (>17 knots) activity 
in the AS and the BoB have been examined utilizing 
atmosphere-ocean data sets (1891 – 2016). Further, 
utilizing recent observations (2010 – 2016), reasons for 
why AS favors TCs during 2011/2015 (and not during 
2013) are also discussed (compared to the BoB). Based 
on long term data, the study shows that the TC frequency 
in the AS (BoB) is relatively increasing (decreasing). 
Results revealed a warming trend with increasing SSTs 
in both regions. The observed increment in the SST 
anomaly indicates the impact is higher in the AS than the 
BoB. Zonal wind shear is weakening, and the declining 
trend is higher in the AS than in the BoB. The Niño 3.4 
index emphasizes a decreasing trend with time, while 
it correlates well with the AS’s SST compared to BoB. 
IOD is positively increasing and provides evidence 
for warming in the western Indian Ocean. Thus, it is 
evident in the study that the SST, wind shear, ENSO, 
and IOD positively impact the TC genesis in the AS. 
However, the noted variability in the atmosphere-ocean 
conditioning during the selected years (2011, 2013, 
and 2015) indicates that the conditions relatively favor 
the TC genesis in the BoB compared to that in the AS. 
Further, the diff erences in the conditions between the 
regions are more signifi cant during PTCS than in STCS. 
Relatively cooler SSTs associated with negative Q

NET
, 

deeper mixed-layer, absence of barrier-layer, shallower 
D26, and the increasing wind shear may have suppressed 
the TC genesis in the AS during the 2013, Neutral year 
(compared to the BoB). Though the ocean surface and 
subsurface conditions were not favorable for the TC 
genesis during 2011 and 2015, the co-occurrence of 
ENSO and IOD may have supported the TC genesis in 
the AS. Based on the occurrence of extremely severe 
cyclonic storms (ESCS) in the PTCS during 2014 and 
2015, Murakami et al. (2017) argued that anthropogenic 
global warming had increased the probability of ESCS 
over the AS. Though the D/TCs are frequent phenomena 
in the BoB, the noted increment in the AS during recent 
years underlines the importance of understanding the 
infl uencing factors and their interactive roles. However, 
the specifi c roles of the infl uencing factors on the TC 
activity over the AS are still debatable and therefore, 
more studies are required to enhance the understanding 
of TC activities in the NIO.
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Abstract: Bone grafting procedures are required for patients 
with insuffi  cient bone volumes for dental implants. The 
incisive mandibular nerve is more prone to iatrogenic injury 
during bone graft harvesting. This study aimed at examining 
the relative position of the mandibular canal (MC), gender 
Variation and to observe a safe zone for the implant and bone 
harvesting. Cone beam computed tomography (CBCT) scans of 
200 patients (males 56 %) with age ranging from 16 to 70 years 
(mean age, 34.1 ± 14.5 years) were selected from the database 
of the Dental Imaging Unit of the National Dental Teaching 
Hospital of Sri Lanka. The MC length, mental foramen (MF) 
diameter, and location and the safe zone distance for bone graft 
harvesting were recorded for each hemi-mandible. The mean 
length of left and right MC of males were 6.99 ± 0.21 cm and 
6.98 ± 0.22 cm, respectively while for females the mean length 
was equal for both sides (6.88 cm). The mean MF horizontal 
length of males was 0.32 ± 0.03 cm on the left and right sides 
while for females it was 0.31 ± 0.03 cm on either side. The 
vertical length of MF was 0.25 cm for both left and right (for 
both genders). The mean safe zone distance of the left and right 
mandibles for males were 0.27 ± 0.07 cm and 0.30 ± 0.06 cm, 
respectively while for females the values were 0.26 ± 0.06 cm 
and 0.27 ± 0.06 cm, respectively. The most frequent position 
of the MF among males was below the second premolar on 
each side of the mandible. The MF of females were frequently 
located below and between the fi rst and second premolar on 
each side of the mandible. MC and other measurements showed 
a high sexual dimorphism. Therefore, gender variation in MC 
length, diameter and location of MF should be considered during 
surgical interventions such as implant and bone harvesting. 

Keywords: CBCT, cone beam computed, tomography, 
mandibular canal, mental foramen.

INTRODUCTION

The mandible or inferior maxillary bone is the largest, 
strongest, and lowest bone in the human face (Breeland 
et al., 2020). It acts as the lower jaw and consists of the 
body and ramus. Ramus divides into a coronoid process 
and head, which articulates with the mandibular fossa 
(Lev & Artzi, 2020). The inferior alveolar nerve (IAN), 
which is a branch of the mandibular nerve transmits 
through the mandibular canal (MC) towards the mental 
foramen (MF) (Drake et al., 2014; Jena et al., 2021). The 
IAN gives off  the mental nerve at the MF, which supplies 
to the skin of the lower lip and the mucus membranes. 
Due to the high density of neurovascular structures, 
dental implantation in the mandibular region is risky 
with several complications (Kämmerer & Al-Nawas, 
2020). The most common and severe complication is 
the neurosensory disturbance of the IAN (incidence of 
approximately 7 % of surgeries) (Goodacre et al., 2003). 
The surgical procedures performed close to the mental 
foramen of the mandible present a minor risk of injury 
to the neurovascular structures. Therefore, the mental 
foramen is identifi ed as a safe zone for surgical procedures 
such as bone graft removal, mentoplasty surgery, and 
fi xation of fractures by placing plates (Mraiwa et al., 
2003). Knowledge of anatomical structures located in 
this region is important in pre-operative planning for 
dental surgeries (Imada et al., 2014). The position and 
the dimension of the MC are critical as the IAN, which 

Medical Physics
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travels through it, is susceptible to injury during surgical 
interventions of the mandible. Also, the relative position 
of the MC, mental and mandibular foramina in adults 
are age-dependent and show sexual dimorphism (Angel 
et al., 2011). Moreover, anatomical variations such as 
deviated MC trajectory, bifi d MC and anterior loops of 
the mental nerve are common in the mandibular region 
(Guimaraes et al., 2014; Okumus & Dumlu, 2019).

 Therefore, the variation in the anatomical position 
of the MC must always be taken into account to 
avoid iatrogenic inferior alveolar nerve damage. 
Dental radiological imaging plays an essential role 
in understanding the variations of these structures, 
such as intraoral periapical (IOPA) X-ray images, 
occlusal images, orthopantomogram (OPG) and cone-
beam computed tomography (CBCT) (Shah, 2014). A 
cadaveric study had proven that the reproducibility and 
accuracy of the mandibular canal CBCT measurements 
were superior and even comparable to that of digital 
calliper measurements (Kamburoglu et al., 2009). In 
addition, high image quality and the comparatively lower 
radiation dose in CBCT has made it a convenient mode of 
assessing three-dimensional (3D) craniofacial structures 
in dental practice (Liang et al., 2009). According to the 
author’s knowledge, an evaluation of the mandibular 
region’s vital anatomical structures, including the 
safe zone for bone grafting, has not been conducted in 
Sri Lankan subjects. Therefore, the present study focuses 

on several parameters of the anatomical structures 
within the mandible (length of MC and diameter of 
MF), including the safe zone for surgical interventions 
exclusively for the Sri Lankan population using CBCT. 
While acknowledging that only a few CBCT units are 
available in Sri Lanka, the fi ndings of this study would 
become a helpful guide in centres where CBCT is not 
available to take accurate measurements. 

MATERIALS AND METHODS

This cross-sectional study was carried out in the Dental 
Imaging Department of the National Dental Teaching 
Hospital, Sri Lanka. Among 355 patients who were 
presented to the department between December 2018 to 
January 2020, a sample of 200 patients (16–70 years) was 
included for the fi nal evaluation after excluding  those 
having mandibular fractures, deformities, pathological 
conditions, and previous manipulation which could alter 
the position of the IAN MC canal. All the scans were 
acquired using fi eld of view (FOV): 15×9 cm, tube 
potential: 90 kVp, tube current: 10 mA and exposure 
time: 11.3 s. Mandibular canal length, the diameter of 
the anterior loop of mental foramen and distance from 
the root endpoint to the opening of the inferior border 
of MC (safe distance) were measured for each patient. 
In addition, the frequent location of the mental foramen 
was recorded and graded according to the criteria given 
in Table 1.

Location of the mental foramen Grade

Below the canine 1

Below and between the canine and the fi rst premolar 2

Below the fi rst premolar 3

Below and between the fi rst and second premolar 4

Below the second premolar 5

Below and between the second premolar and the fi rst molar 6

Table 1: Assigned grade according to the location of the mental foramen

The linear measurements were performed on the axial 
section of the mandible with 0.5 mm slice thickness. 
Point 1 was selected in the fi rst trans-axial view 
immediately after the origin of MF, where the loop of 
mandibular canal is formed. This was selected as point 1 
and interludes of 10 mm were selected for subsequent 
measurements along the MC (respectively, points 
2, 3, 4). This point-by-point connections resulted in a 2D 
view of the mandible, where the mandibular canal was 
seen beginning to end (Figure 1). 

The measurements were obtained using the virtual 
ruler option available with Carestream (CS) imaging 
software version 7.0.2.8 (CS Health, Inc, 150, Verona 
Street, Rochester, NY 14608, USA). Each measurement 
was recorded in cm and repeated for both left and right 
sides of the mandible. Descriptive and non-parametric 
statistics were used to analyze the data which did not 
follow a normal distribution with 95 % confi dence 
interval. Spearman’s correlation was run to measure the 
correlation between recorded linear dimensions and age. 
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(a)

(b)

(c)

Figure 1: Illustration of (a) mandibular canal as seen in CBCT para-
sagittal section of the mandible. The green path indicates the 
mandibular canal (b) mental foramen as seen in CBCT para-
sagittal section of the mandible. The green line connecting 
the two dots indicates the mental foramen diameter and (c) 
safe zone for bone grafting as seen in CBCT para-sagittal 
section of the mandible. The green line indicates the safe 

length

RESULTS AND DISCUSSION

Table 2 illustrates the descriptive statistics of the study 
sample and the distribution of MC length, dimension 
of the MF, and safe zone length. The values are given 
for both sides of the mandible (left and right) for males, 
females and both genders (overall). The mean lengths 
of left and right MC of males were 6.99 ± 0.21 cm and 
6.98 ± 0.22 cm, respectively, while for females the 
mean length was equal for both sides (6.88 cm). The 
mean vertical length of males’ left and right MF were 
0.25 ± 0.33 cm and 0.25 ± 0.02 cm, respectively. The 
vertical length of left and right MF of females was similar 
to that of males. The mean horizontal length of MF of 
males were similar for both sides (0.32 ± 0.03 cm), while 
for females, it showed a similar trend but lower mean 
length for both sides (0.31 ± 0.03 cm). The mean safe 
zone distance of the left and right mandible for males 
was 0.27 ± 0.07 cm and 0.30 ± 0.06 cm, respectively 
while for females, the values were 0.26 ± 0.06 cm and 
0.27 ± 0.06 cm, respectively. The association between 
age and measured parameters were assessed and found 
that only a weak correlation exists between age and MC 
length for females (Figure 2). 

MC length

A gender-Variation in the mean length of MC was 
observed in the study sample (Table 2). However, the 
mean MC length was nearly similar for both sides of the 
mandible irrespective of gender. Figure 3 compares the 
mean MC lengths of India (Komal et al., 2020), Turkey 
(Direk et al., 2018) and Chile (Gonzalo et al., 2017) with 
the fi ndings of the present study. The mean MC values 
of left and right mandibles for the Indian population 
(6.57 and 6.60 cm, respectively) as suggested by Mraiwa 
et al. (2003) was lower compared to our results (6.95 and 
6.94 cm, respectively, for left and right sides). However, 
remarkably, the values suggested by the Chile study 
(7.1 and 7.08 cm for left and right sides, respectively) 
were comparable with the MC lengths of the present 
study. These individual diff erences may be due to the 
morphological variation seen among diff erent ethnicities. 
A weak correlation was noted for MC length against age 
for females (Spearman’s ρ = 0.528 and 0.413) for left and 
right sides, respectively (Figure 2).

MF Dimensions

The size, shape, location, and direction of the opening of 
the MF can vary depending on the ethnicities and gender. 
Neiva et al. (2004) had found that the mean diameter of 
MF was 0.36 ± 08 cm (range 0.2 – 0.55 cm). The above 
measurements were done on 22 Caucasian cadaveric 
skulls. Also, Apinhasmit et al. (2006) had examined 
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Gender        Male Female Overall

Sample size (n) 112 88 200

Mean age (± SD) in years

                                                  (range)
35.3 ± 15.3

(16 – 70)

32.5 ± 13.2

(17 – 70)

34.1 ± 14.5

(16 – 70)

Mean length (± SD) of 

mandibular canal (cm)

Left

(range)
6.99 ± 0.21 

(6.30 – 7.90)

6.88 ± 0.16 

(6.50 – 7.30)

6.95 ± 0.20 

(6.30 – 7.90)

Right

(range)

6.98 ± 0.22 

(6.20 – 7.80)

6.88 ± 0.17 

(6.70 – 7.40)

6.94 ± 0.20 

(6.10 – 7.80)

Mean (± SD) vertical 

length of  mental 

foramen (cm)

Left

(range)
0.25 ± 0.03 

(0.21 – 0.36)

0.25 ± 0.27 

(0.22 – 0.34)

0.25 ± 0.02 

(0.21 – 0.36)

Right

(range)

0.25 ± 0.02 

(0.21 – 0.34)

0.25 ± 0.02 

(0.22 – 0.34)

0.25 ± 0.02 

(0.21–0.34)

Mean (± SD) horizontal 

length of mental  

foramen (cm)

Left

(range)
0.32 ± 0.03 

(0.26 – 0.41)

0.31 ± 0.03 

(0.27 – 0.41)

0.32 ± 0.03 

(0.20 – 0.40)

Right

(range)

0.32 ± 0.03 

(0.27 – 0.41)

0.31 ± 0.03 

(0.27 – 41)

0.31 ± 0.03 

(0.27 – 0.41)

Mean (± SD) of safe 

zone distance (cm)

Left

(range)

0.27 ± 0.07 

(0.20 – 0.40)

0.26 ± 0.06 

(0.20 – 0.40)

0.27 ± 0.07 

(0.20 – 0.40)

Right

(range)

0.30 ± 0.06 

(0.20 – 0.40)

0.27 ± 0.06 

(0.20 – 0.40)

0.29 ± 0.07 

(0.20 – 0.40)

Table 2: Descriptive statistics of the study sample and results summary
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106 Thai adult skulls and found that the mean MF width 
was 0.28 ± 0.07 cm. In addition to these cadaveric 
studies, many authors have determined the MF size 
using radiographic imaging techniques such as OPG and 
CBCT. Sheikhi et al. (2015) had assessed 180 CBCTs and 
found that the mean MF diameter for the Iran cohort was 
0.36 cm. The resultant mean MF diameters (horizontal 
length) for Sri Lankan males were 0.32 ± 0.03 cm for 
both sides, while for females, it was 0.31 ± 0.03 cm on 
either side. In addition to the horizontal dimension, the 

vertical length of MF was assessed to determine the 
shape of MF. It was found that the overall vertical length 
of MF was 0.25 ± 0.02 cm for both left and right, and it 
is the same for both genders. This suggests that the shape 
of the MF is oval for both genders. 

MF location

Except for these size variations, MF also varies in 
location and direction of the opening (Neiva et al., 

Figure 1:   Correlations plots of (a) left mandibular canal length (cm) against age (years) and     

(b) right mandibular canal length (cm) against age (years). Spearman’s correlation 

coeffi  cient (ρ), level of signifi cance (p)
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Figure 3:     Comparison of present study data (mandibular canal mean length) with similar    

studies found in literature. India, Turkey and Chile
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2004; Apinhasmit et al., 2006). Due to variations in the 
location, injuries to MF are common during achieving 
anaesthesia or surgery. Therefore, precise identifi cation 
of the MF location is clinically essential to avoid chances 
of iatrogenic injuries (Juodzbalys et al., 2010). According 
to Srivastava et al. (2017) the frequent position of MF 
was below the second premolar in the Indian population. 
However, in the present study fi ndings, the location of MF 
is observed to be diff erent between genders (Figure 4). 
The MF is frequently located below the second premolar 
in males, while it is below and between the fi rst and 
second premolar for females. 

Safe zone dimensions

Moreover, to prevent IAN damage during bone graft 
harvesting, a safe zone had been recommended by 
Al-Ani et al. (2013). The most preferred site is between 
the root apex to the open of mental foramen. The present 
study results indicate that the safe zone distance for 

males are 0.27 ± 0.07 cm and 0.30 ± 0.06 cm on left 
and right sides, respectively. For females, the measured 
lengths on the left and right sides were 0.26 ± 0.06 cm 
and 0.27 ± 0.06 cm, respectively. Yang et al. (2017) 
suggests that the area of 4 mm anterior and 8 mm inferior 
to the mental foramen is adequate, and if operated 
by a safe hand. Also, Pommer et al. (2008) suggest 
that the bone should be harvested at 8 mm below the 
tooth apices with a maximum harvest depth of 4 mm. 
However, the present fi ndings suggest that the safe zone 
is much narrower than what is suggested in the literature. 
Therefore, a diff erent reference mark should be applied 
during such interventions. The present study evaluated 
the variations of a wide range of dimensions related to 
mandibular anatomy using CBCT. However, to gain 
insight into the Sri Lankan population, a more signifi cant 
sample representative of the whole country should be 
evaluated. This was a signifi cant limitation in our study 
and should be considered to ensure a defi nite conclusion 
in future studies. 

Figure 4: Gender wise variation in the opening grade of (a) left and (b) right mental foramen based on the grading given in Table 1

(a)
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CONCLUSION

Mandibular canal length, safe zone distance and the 
horizontal length of mental foramen showed sexual 
dimorphism. Almost all the measurements were higher in 
males compared to females. Also, the frequent location 
of the MF varied between genders (MF located below 
the second premolar in males and between the fi rst and 
second premolar in females). These variations in the 
resultant values may be attributed to morphological and 
ethnic diversity seen among the diff erent populations. 
Therefore, gender-wise variation in MC length, diameter 

and location of MF should be considered during surgical 
interventions such as implant and bone harvesting. 
This will positively infl uence the surgical results and 
reduce the potential of iatrogenic injuries. The large 
deviation in the length and the spatial pathway of intra-
bony nerve canals suggest that the exposure of anterior 
loop and mandibular canal using CBCT is fundamental 
for preoperative evaluation in the mandibular region. 
Finally, the authors recommend studies with a larger 
population to determine the precise relative position of 
the mandibular canal and associated structures using 
CBCT. 
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Abstract: Improper usage of control mechanisms at 
intersections would lead to signifi cant delays resulting in 
road user frustration. The traditional methods of traffi  c 
islands or traffi  c signals would no longer be eff ective due to 
the high traffi  c movements at intersections, heterogeneity of 
such traffi  c, and uneven pedestrian movements. To minimize 
unnecessary delays and improve multi-user satisfaction, 
there is a need to use advanced traffi  c management systems 
but at an increased cost. This research aims to develop an 
innovative yet cost-eff ective arrangement to use the existing 
traffi  c signals (modifi ed) with a geometric alteration to reduce 
delays at T-junctions while catering to the high pedestrian 
demands eff ectively. The arrangement proposed in this study 
is twofold. First, the right turns from the minor road is forced 
to turn left and subsequently, a U-turn is arranged. Secondly, 
a signal phasing arrangement to manage the revised turning 
movements eff ectively and effi  ciently is introduced. The 
proposed arrangement was fi rst designed using theoretical 
means identifying the proper scenarios, and later it was verifi ed 
using an existing T-junction (case study) with real traffi  c and 
geometric data. For verifi cation, VISSIM traffi  c simulation 
software was used after proper calibration to simulate local 
traffi  c conditions. Sensitivity analysis was also carried out to 
test for other possible scenarios. The results of the case study 
confi rm that the proposed design for T-junction can reduce the 
delays at intersections by around 20 %, increasing the effi  ciency 
of the intersection.

Keywords: Delay reduction, junction capacity improvement, 
innovative signal phasing, traffi  c management, traffi  c signal 
design, VISSIM.

INTRODUCTION

Traffi  c congestion has been a widespread issue in a 
majority of urban centres at present. Lack of proper 
management and control of intersections have resulted 
in various problems creating unnecessary delays and 
wasting valuable time of road users (Liu & Chang, 
2011). Among those, T-junctions of major-minor road 
intersections at town centres are prone to much delays 
due to improper usage of traffi  c control (Yu et al., 2012).
The traditional geometric design, signal phasing, and 
green times given at some signalized intersections need 
revision to increase the effi  ciency of the intersection. 
At present most of the T-Junctions in Sri Lanka are 
uncontrolled or operated with traffi  c signals with three 
or more signal phases. Sometimes, manual control is 
imposed by the police for controlling the traffi  c signals 
during peak hours. One of the main reasons for such 
defi ciencies is that the existing design and phasing 
arrangement does not possess the optimum condition 
(Liu & Chang, 2011). Not having regular updates for 
signal timing is another reason. Besides the optimization 
of signal design at such intersections, capacity increases 
at an intersection by means of adding extra lanes [(for the 
critical lane(s), mostly the right turns)] found to be a very 
common strategy in the urban environment (El Esawey 
& Sayed, 2013). However, the issue broadens due to the 
limited space availability when it comes to widening of 

Traffi  c Engineering
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intersections at town centres, where space is restricted 
for road widening.

 One of the main challenges faced by traffi  c engineers 
when controlling the traffi  c at T-junctions is the right 
turns to and from the main road, which creates additional 
delays to other movements and pedestrian fl ows (Zhang 
& Zhang, 1988). To accommodate right turns to and 
from the major road, two separate signal phases (or 
time intervals in manual control) should be provided. 
This restricts the through movement on the main road 
in the opposing direction to the right turn. In addition, 
the through movement on the main road needs to be 
restricted to accommodate pedestrians to cross the main 
road. These eff ectively increase the cycle time and hence 
result in an increase in delays. Restricting right turns 
may not be a viable solution due to the fact that major 
disturbance to the public transport those who are making 
right turns, extra distance imposed on heavy vehicles 
(this create many other secondary problems) and of 
course aff ecting the user desire. 

 Therefore, this research aims to provide an innovative 
geometric design and supportive signal phasing 
arrangement to increase the effi  ciency of the T-junctions. 
In order to understand the existing knowledge on 
innovative intersection designs, especially with signals 
and phasing layouts, relevant past studies and various 
secondary data sources are referred to and briefl y 
explained below. 

 Traffi  c congestion has been identifi ed as a major 
issue in most countries (Li et al., 2011), which cannot 
be eliminated but can be managed through proper 
implementation of traffi  c control measures. As a result, 
various methodologies have been developed and 
implemented in the past, considering both geometric 
design (capacity increase) as well as signal design. One 
of the older methods developed was to use semi-graphical 
methods to optimize green splits in isolated intersections 
(Gazis, 1964; Muller, 1970). Increasing the throughput 
in every approach (Yu et al., 2012) has been the centre 
of attraction by introducing intersection treatments like 
lane additions, restrictions of turning movements and 
grade separations (Yu et al., 2012). These traditional 
treatments may increase the capacity of the intersection 
and relieve the traffi  c congestion but at a high cost. The 
traffi  c at downstream intersections may get deteriorated 
due to the increase of upstream arrivals (Yu et al., 2012). 
The situation can get worsened with the extended queues 
at downstream intersections, negatively aff ecting the 
upstream intersections also, despite the treatments at 
upstream intersections (Yu et al., 2012). The above 
phenomena are heavily observed in urban areas of 
almost all the countries, irrespective of the developed or 

developing countries, and the situation can get worsened 
with the high traffi  c volumes, longer cycle lengths and 
close proximity of intersections (Yu et al., 2012).

 In order to solve the congestion issues at 
intersections, various techniques are proposed, including 
the conventional and unconventional arterial intersection 
designs (El Esawey & Sayed, 2013). The literature 
identifi es basic conventional intersection designs and 
diff erent types of unconventional intersection designs.

 Conventional intersection designs can partially or 
fully prohibit the right turns, especially from minor 
roads. El Esawey and Sayed (2013) mentioned that the 
prohibited right could be replaced by a left turn followed 
by a median “U” Turn. However, the conventional designs 
alone would require suffi  cient space at the intersections. 
Most of the conventional designs have failed at high 
congestion levels when the geometric designs are not 
compatible with the traffi  c signal phasing and timings 
(Yang et al., 2012). Therefore, providing geometrical 
diff erences only can create additional confl icting 
scenarios at the junctions as well as at the median “U” 
Turn openings.

 In order to reduce the confl icting movements at 
the intersections, unconventional intersection designs 
are proposed (Olarte & Kaisar, 2011). Unconventional 
intersection designs can also be of various types, but 
the most common ones would be right turn displaced 
or bypassed lanes and diverging lanes (Olarte & Kaisar, 
2011). The main highlight of the unconventional 
intersection designs is that the minor road traffi  c volumes 
are not allowed to cross the intersections (through 
movements and right turns) (El Esawey & Sayed, 2013). 
Only the major road through movements are allowed 
(but right turns for major roads are also prohibited) (El 
Esawey & Sayed, 2013).

 Most unconventional geometrical arrangements 
would be benefi cial when a majority of the light 
vehicles are present (Hanowski et al., 2007). However, 
when the heavy vehicles, buses and commercial 
vehicles are at a considerable component in the 
traffi  c mix, the unconventional intersection designs 
require additional space at the intersection to cater for 
the higher turning radius of these types of vehicles 
(Hanowski et al., 2007). As per Hanowski et al. (2007), 
unconventional arrangements can generally fail when 
land acquisition at the intersection is not possible. This 
would further increase the congestion levels away from 
the Junction at median U-turn openings due to the slow 
turning manoeuvring speeds of the heavy vehicles, 
including buses (Hanowski et al., 2007).
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In addition to this, continuous fl ow intersections 
(Intersection clusters where both major directions are 
coordinated) are also introduced and has become quite 
popular in the early years of 2000, and could only be 
used for newly planned cities (Park & Rakha, 2010; 
Sun et al., 2015). The main reason behind that was the 
requirement of suffi  cient lands at and near intersections, 
which is highly impossible in established cities where 
the acquisition of the land at the intersection is fairly 
diffi  cult. Most of the time, the congestion would take 
place due to the non-availability of suffi  cient space at 
the intersections. Therefore, techniques like continuous 
fl ow intersections are highly discouraged for already 
congested intersections.

 Therefore, it is really important to come up with 
solutions that are not only geometric based but also tied 
up with an appropriate traffi  c signal phasing arrangement. 

 Xuan et al. (2011) suggested providing mid-block 
openings with pre-right turns bays, which is controlled 
by a pre-signal as a mechanism of elimination right turns 
just at the intersection. Similarly, the authors also carried 
out a study looking at how eff ectively an advanced centre 
median opening can accommodate U-turns, eliminating 
U-turns at the intersection. The delay reduction due to this 
arrangement was found to be around 10 % (Jayasooriya 
et al., 2016).

 Making use of unutilized right turn areas have also 
been researched to make them utilized in allowing 
vehicles to wait at the spaces provided (Yang et al., 2012). 
Xi et al. (2013) has also analyzed the concepts of right 
turn waiting areas to be utilized for the improvement of 
the effi  ciency of the intersections.  

 However, all these geometric solutions will require 
suffi  cient space just at the intersection in order to obtain 
the maximum benefi t. However, most of the intersections 
which are over-saturated currently do not have the 
possibility to acquire more space just at the intersection. 
Wu and Yang (2013) has developed a model to solve the 
above issues using RFID detector data for the estimation 
of the real-time queue. This model addresses the issues 
with the traditional input-output based method, and 
the model has been validated using real-time practical 
scenarios (Wu & Yang, 2013). Further to these, several 
important models such as 'RHODES real-time traffi  c-
adaptive signal control system' (Mirchandani & Head, 
2001), RT-TRACS Real-time adaptive Control System 

(Gartner et al., 2001) are also developed which use real-
time traffi  c fl ow data as input data to solve a particular 
traffi  c problem. Another modern way of controlling the 
real-time signals is to use multi-modal high-resolution 
data (Muralidharan et al., 2016) in the management of 
intersections.

 However, these advanced methods also require 
plenty of additional space and signifi cant technological 
advancements, which are not possible or aff ordable for 
most congested intersections, especially in developing 
countries.

MATERIALS AND METHODS

In most congested intersections, it is not possible to 
provide any of the solutions discussed above due to 
the limited space available. Therefore, it is required to 
come up with innovative mechanisms such as a limited 
number of signal phases to increase the effi  ciency of the 
intersection management. 

 However, prohibiting the right turns, which cause the 
major issues at an intersection, will not be a wise decision 
from the perspective of road users when considering the 
convenience. The new system should be able to cater to 
all the demands at the intersection and should be able 
to reduce the overall delays. The research methodology 
focuses on developing diff erent scenarios to capture the 
eff ects due to diff erent arrangements. Therefore, the 
following methodology is proposed.

Step 1: convert right turns from minor roads at an 
intersection to left turns, followed by a U-turn at a given 
specifi c location

Step 2: re-design the signal phasing with two phases 
accommodating additional left and U-turns with 
pedestrians allowed to cross the main road only from the 
right-hand side of the minor road

 Converting all right turns to left turns would certainly 
reduce the delay at an intersection, but the additional 
U-turns may add delay to users. However, there will be 
a delay reduction due to the reduced number of phases, 
but again additional green times given to make left and 
U-turns may increase the delay. Therefore, this proposed 
solution need a thorough investigation before application. 
Thus, we propose the following mechanism to test the 
viability of this proposed solution. 
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Figure 4:  Basic three-phase arrangement at a signalized “T” Junction

Development of the scenarios

In order to establish the theoretical background, the 
existing situation is compared with the following three 
main scenarios (Figures 1-3) 

Scenario 1: Signalized intersection with no separate 
right-turn lanes (one lane for each leg)

   

Figure 1: Lane arrangement for Scenario 1

   
 

Figure 2: Lane arrangement for Scenario 2

Scenario 1 focuses on a situation where the traffi  c signals 
are introduced to an intersection, with a single lane is 
used in all directions, without any separate turning lanes.

Scenario 2: Signalized intersection with separate right-
turn lanes

Scenario 2 focuses on providing separate turning lanes 
for major road right turns and minor road right turns.

Scenario 3: New Phasing arrangement for the proposed 
development

 Scenario 3 focuses on eliminating the right turns 
from a minor road and replacing them with a left turn 
followed up by a U-turn at the centre median. A separate 
loon is to be provided when the space available for 'U'turn 
manoeuvring is not suffi  cient, especially when large 
vehicles are present. 

      

Figure 3: Lane arrangement for Scenario 3
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Phasing arrangement for the scenarios

The basic arrangement of the three-phase systems at 
a signalized  intersection is shown in Figure 4. This 
phasing arrangement is used in Scenario 1 and Scenario 
2, where the diff erence is the availability of separate right 
turns lanes.

The arrangement of the new phasing system is proposed 
to be used in Scenario 3. The main intention is to eliminate 
the impact created by right turns from a minor road at an 
intersection. However, as discussed previously, complete 
prohibition of right turns will not solve the problems, 

and thus it is required to provide an alternative for the 
restricted right turns while reducing the impact.

 For this purpose, a left turn followed up by a 'U' turn 
at a separate opening of the centre median is proposed 
(Figure 3).

 The main highlight of this arrangement is the 
elimination of the right turns from minor roads, and the 
provision of a left turn followed up by a 'U' turn at the 
centre median of the main road. 

 The respective phasing arrangement for the new 
system is shown in Figure 5. 

Figure 5: New phasing arrangement

The phasing for right turns from the minor road is 
prohibited at junctions, which is the main consideration 
of this phasing arrangement when compared to the base 
scenario. The traffi  c would be handled by a basic two-
phase arrangement. Pedestrians would be facilitated 
along a minor road in phase 1 and the main road in 
phase  2 (Figure 5). However, depending on the volume of 
pedestrians, the timing for the pedestrians can be adjusted, 
and the lead/lag green phase for pedestrians can also be 
provided within the given phase timings. Since phase 1 
caters for the major road with high vehicular volumes, 
the timings provided for phase 1 would generally be high 
when compared to phase 2. Therefore, pedestrians would 
have suffi  cient time for identifi cation of the gaps with 
respect to the left-turning vehicles. On the other hand, 
there will not be an issue for the pedestrians in phase 2 
since there is no confl icting vehicle traffi  c.

 Phase 1 of the new phasing system would be similar 
to Phase 1 of the traditional base scenario, which would 

allow only the through and left turns on the main road for 
both directions. The right turns from the west direction 
will get themselves stored on the right turning lane.

 Phase 2 would facilitate the main road right turns to 
the minor road along with the left turns from the minor 
road. The through movement from the main road would 
be stopped upstream of the U-turn opening, allowing the 
vehicles wanting to turn right from a minor road, to get 
themselves stored at the space, created due to advance 
stopping of through traffi  c after taking the U-turns at the 
centre median in the same phase. After a certain time, 
Phase 1 would re-start as usual, and the new system 
would continue throughout.

 Since there can be situations when the roads are 
narrow, and the proper turning radius is not available. 
In such situations, when the turning radius at the centre 
median opening is not suffi  cient, a loon should be 
provided along with the U-turn opening (Figure 6) so that 
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the minimum outer turning radius of 7.3 m for passenger 
cars and 12.8 m for commercial vehicles are satisfi ed 
(CCDP, 2018), so that turning vehicles can make their 
turns smoothly.

 This new phasing and geometrical arrangement 
would reduce the three-phase signal arrangement to 
synchronized two phases and would thus reduce the 
delays at the intersection.

Simulation-based analysis

For verifi cation purposes, VISSIM traffi  c microsimulation 
software was used. Since the simulation software has to 
be calibrated for the local condition, which experiences 
heterogeneous traffi  c, non-lane behaviour, diff erent 
vehicle mix, the calibration parameters provided by the 
authors’ previous work (Jayasooriya et al., 2018) were 
used. The calibration has been done considering the 
queue length and travel time as calibration parameters.

 For analysis purposes, a case study was conducted. 
The calibrated software was fi rst utilized to model the 
existing situation and then to model the three scenarios 
developed in Section 3A. The micro traffi  c simulations 

using VISSIM software was performed for a total time 
period of one and half hours. The fi rst half an hour has 
been utilized as the warm-up period, and the following 
one hour was used for obtaining indicators for evaluation. 
Since the objective is to increase the effi  ciency of the 
intersection by minimizing the delays, the mean delay 
per vehicle was considered as the key performance 
indicator of the Junction.

Case study

Kochchikade-Madampalle Junction was selected as a 
case study. This intersection has three approaches, as 
shown in Figure 7 and Figure 8. 

 Currently, the intersection is uncontrolled, and it 
is proposed to introduce traffi  c signals to control the 
intersection. The current existing pedestrian crossing can 
be moved to the east side of the Junction across the main 
road when modelling the other scenarios. The existing 
pedestrian crossing is expected to be moved further east 
after the Junction, as per the bus stop locations proposed. 
Moving the pedestrian crossing to the east side of the 
Junction would also facilitate the smooth functioning of 
the traffi  c signal system and the proposed schemes.

Figure 6:  Separate opening with the loons provided
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Figure 7:   Kochchikade-Madampalle Junction

Figure 8:   Kochchikade-Madampalle Junction Geometry
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A traffi  c survey was carried out to obtain the existing 
traffi  c condition at the intersection on a usual day. Traffi  c 
fl ow volumes observed in the morning peak hour from 
7 am to 8 am are depicted in Figure 9.

Figure 9:   Existing traffi  c volumes observed at the morning peak hour 

(in PCU)

In order to have a good understanding of the present 
condition, the calibrated VISSIM microsimulation 
software was used to model the existing condition of the 
Junction. The existing scenario, based on the traffi  c fl ows 
mentioned in Figure 10, generates a mean vehicle delay 
of 78 s/veh.

Scenario 1: Signalized intersection with no separate 
right-turn lanes

As for Scenario 1, a basic three-phase arrangement 
is proposed using Webster’s Method (1958) with the 
following phasing and timings (Table 1), as per the 
guidelines developed by authors’ previous work carried 
out on limiting the cycle time to a maximum of 90 to 120 
seconds (Jayasooriya & Bandara, 2019).

 The phasing arrangement of Figure 4 is used for 
Scenario 1 with the following timings (Table 1). The 
calculated timings of phase 3 have to be increased to 
facilitate pedestrian movements.

Table 1: Timings used for Scenario 1

Phase Timing

Phase 1 32 s

Phase 2 42 s

Phase 3 16 s

Total cycle time 90 s

The simulation using VISSIM traffi  c microsimulation 
software for a period of one hour has generated the mean 
vehicle delay of 72 s/veh for Scenario 1.

Scenario 2: Signalized intersection with separate 
right-turn lanes

With the introduction of right-turn lanes for the main 
road and the by road, the following phasing arrangement 
and timings were observed. 

 The phasing arrangement of Figure 4 is used for 
Scenario 2 also with the following timings (Table 2)

Table 2: Timings used for Scenario 2
          
Phase Timing

Phase 1 58 s

Phase 2 16 s

Phase 3 16 s

Total cycle time 90 s

 
In both situations, the cycle times calculated were very 
high due to the heavy fl ows encountered at the intersection. 
As per the location-specifi c details and traffi  c level and 
also for proper comparison purposes, cycle time is kept 
as the 90 s as per the guidelines proposed in the previous 
work of the authors (Jayasooriya & Bandara, 2019). 

 VISSIM traffi  c microsimulation of Scenario 2 has 
estimated the mean vehicle delay as 42. Compared 
to Scenario 1, the mean vehicle delay estimated in 
Scenario 2 was found to be signifi cantly reduced, which 
was simply due to the provision of separate right turning 
lanes.

Scenario 3: New Phasing System with the modifi ed 
geometrical arrangement

As for the new phasing arrangement, the simulation 
was conducted keeping the same base case scenario but 
with a modifi ed phasing arrangement and geometrical 
modifi cation depicted in Figure 10. The number of 
phases is reduced to two phases, and subsequently, the 
total cycle time was reduced to the 70 s.

 For easy understanding, phase 1 is structured into two 
sub-phases, as shown in Figure 11.

The signal timings obtained for Scenario 3 are as follows 
(Table 3) 
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Figure 10: Phasing and timing for Scenario 3

Figure 11: Sub phases of phase 1

Table 3: Signal timings for Scenario 3

Phase Timing

Phase 1 52 s

Phase 2 18 s

Total cycle time 70 s

In this arrangement, the pedestrian phases are also 
provided across Madampalle Road in Phase 1 and also 
across Main Road towards Puttalam side in Phase 2 
(Figure 5 and Figure 10). 

 Out of the two pedestrian phases provided, the 
critical phase for pedestrians’ movement would be 
phase 2 (Figure 5 and Figure 10) due to two reasons. 
One is that the pedestrian demand will usually be high 
across the main road, and the second reason is that the 

provided timing to cater for main road pedestrians will 
be comparatively low, which is only 18 s, opposed to 
52 s across the minor road. However, since there is no 
confl icting movement from vehicles for pedestrians, the 
delays for vehicles due to pedestrians will not occur. 
Therefore, only the adequacy of timing for pedestrians to 
safely cross the road is checked as indicated in Table 4, 
subject to the following assumptions.

 The average walking speed of a pedestrian is 1.2 m/s
 The total width of the road for crossing is 11 m
 Cycle time is the 70 s (Table 3)
 Start-up delay (ε) for pedestrians to enter the crossing 

is taken as 7 seconds for critical situations.

 As per the analysis using the pedestrian data for 
the considered time period, the provided timing of 18 
seconds is found to be satisfactory (required timing is 
only 16 seconds).
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However, when it comes to Phase 1, the situation would 
be diff erent, where the pedestrians will have to cross in 
between the vehicles. Therefore, as per the data collected 
for the pedestrians, the disturbances that could occur for 
vehicles due to the provided pedestrian crossing has to be 
incorporated in the analysis in the considered simulation 
for Phase 1 (It is not required to consider the adequacy 
of timing for pedestrians for this phase, since the timing 
provided for phase 1 would be 52 seconds, which is more 
than adequate for pedestrians to cross).

 Satisfying the requirements, the simulations were 
performed for the new phasing system, and the estimated 
mean vehicle delay was found as 34. When compared 
with the two previous scenarios, through the introduction 
of the new phasing arrangement, the delay per vehicle 
has been reduced from 42 s/veh to 34 s/veh, which is a 
19 % reduction of delay times.

 To make sure that the analysis is applicable for all the 
scenarios with respect to pedestrian changes, the number 
of pedestrians catering in phase 1 was doubled, and the 
simulation was performed again. As per the analysis, 
the total vehicle delay was increased by only 1 s/veh, 
where the total delay was observed as 35 s/veh, which is 
still a 17 % reduction when compared with the previous 
scenarios.

Sensitivity analysis: changing minor road turning 
movements

In the case study considered, the right turn and left turn 
percentage from the minor road is observed as 50 % 
each. However, this may not be the case when various 
other T junctions are considered, and therefore, a few 
more highly likely situations (scenarios) were created 
(as described below) so that the concept is applicable 
elsewhere also. The scenarios are analyzed using the 
VISSIM microsimulation model, and results from the 
VISSIM model is presented in Table 5.

Scenario 3.1. Right turns from minor road 70 % and left 
turns from minor road 30 %

Scenario 3.2. Right turns from minor road 60 % and left 
turns from minor road 40 %
Scenario 3.3. Right turns from minor road 40 % and left 
turns from minor road 60 %
Scenario 3.4. Right turns from minor road 30 % and left 
turns from minor road 70 % 

Table 5: Results of Scenario 3.1 & Scenario 3.2

Consideredscenario
Mean vehicle delay 

(seconds/vehicle)

Scenario 3.1

(70 % right and 30 % left)
41 s

Scenario 3.2

(60 % right and 40 % left)
37 s

Scenario 3.3

(40 % right and 60 % left)
31 s

Scenario 3.4

(30 % right and 70 % left)
30 s

 
The Values obtained through the sensitivity analysis 
in all the scenarios are anyway lower than the values 
obtained through Scenario 1 (72 s/veh) and Scenario 
2 (42 s/veh). However, as expected, the mean vehicle 
delays are increasing with the presence of right turns 
from the minor road is increasing.

Sensitivity analysis: changing major road right 
turning movements

Another sensitivity analysis is conducted, changing 
the major road right turning movements to capture the 
possible variations of the off -peak peak scenarios and 
also to check the validity of the proposed method in 
varying traffi  c demands.

 Taking the current scenario as the base scenario 
(8% right-turning vehicles), four more additional 
scenarios were considered, changing the main road 
right-turning percentages to 5 %, 10 %, 15 % and 20 %. 
The same simulation analysis is conducted (keeping 
other parameters the same), and the mean vehicle delays 

Table 4: Pedestrian fl ow and analysis

Time Pedestrian demand (per hour) Total ped. 

per hour

No. of 

cycles per 

hour

Ped. per 

cycle

Required time 

to cross (s)

Total time 

required

Total time 

provided
North to 

South

South to 

North

Total

7.00 – 7.15 32 8 40

174 51 3.38 9.2 16.2 18.0
7.15 – 7.30 32 10 42

7.30 – 7.45 34 11 45

7.45 – 8.00 20 18 38
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per vehicle is obtained. Further to this, the maximum 
queue length that is generated due to the right turning 
movements of the main road is obtained from the 
simulations. The results are indicated in Table 6.

 It is proposed to provide the storage space equivalent 
to the expected maximum queue length for more effi  cient 
management of the entire system. This is considered 
as the maximum separation distance. Increasing the 

separation distance more than the required amounts 
can create unnecessary delays due to the proposed 
arrangements due to high all-red times and additional 
time required to cross the intersection.

RESULTS AND DISCUSSION

The summary of the results obtained through the 
scenarios conducted above is mentioned in Table 6.

Scenario Main raoad right 

turning percentage

Delay (seconds/veh) Maximum queue 

length (m)

Proposed maximum 

separation distance to 

U-turn opening (m)

Scenario 4 

(Current )
8 % 34 s 12.35 13 m

4.1 5 % 32 s 7.43 8 m

4.2 10 % 36 s 14.87 15 m

4.3 15 % 39 s 22.30 23 m

4.4 20 % 41 s 29.73 30 m

Table 6: Results for Scenarios - changing major road right turning movements

Scenario
Mean vehicle delay
 (seconds/vehicle)

Storage ඌpace required 
(separation distance to the 

centre median opening)

Exiting Situation 78 s/veh

Not Applicable

Scenario 1 72 s/veh

Scenario 2 42 s/veh

Scenario 3 34 s/veh

Scenario 3.1 41 s/veh

Scenario 3.2 37 s/veh

Scenario 3.3 31 s/veh

Scenario 3.4 30 s/veh

Scenario 4 34 s/veh 13 m

Scenario 4.1 32 s/veh 8 m

Scenario 4.2 36 s/veh 15 m

Scenario 4.3 39 s/veh 23 m

Scenario 4.4 41 s/veh 30 m

Table 6: Summary of the results for scenarios
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As per the results obtained for the existing situation, 
delays at the intersection is very high, which is around 
78 s/veh, whereas the accepted delay per vehicle at an 
intersection according to Highway Capacity Manal is 
35 s/veh. However, when compared with the existing 
situation, Scenario 1 reduces delay by only 6 seconds/
vehicle. The main reason is that even in the existing 
situation and Scenario 1, no proper geometrical 
improvement has been introduced to the intersection. 
This clearly indicates that the said benefi ts of traffi  c 
signals cannot be harnessed if no proper geometrical 
improvements can be carried out.

 This is further verifi ed when considering Scenario 2, 
where the delays are considerably reduced to 42 s/veh 
with the introduction of right turn bays for the intersection. 
However, the introduction of right turn bays comes at a 
cost. If the land use surrounding the intersection does not 
permit such an improvement, the option is not viable. 
Therefore, the decision should consider the existing land 
uses, such as buildings adjacent to the major and minor 
roads.

 In Scenario 3, the mean vehicle delay is further 
reduced to 34 s/veh due to the proposed innovative 
phasing arrangement as well as the geometric changes 
introduced. The additional savings obtained through the 
proposed phasing arrangement, when compared with the 
existing situation, is considerable. When analyzing the 
above results, the delay saving applicable per vehicle 
is around 44 s/veh (The diff erence between the existing 
scenario (78 s/veh) and the proposed scenario (34 s/veh). 
The daily traffi  c at this intersection is estimated to 
be 53,000 vehicles based on the traffi  c fl ow counts 
available. When considering average occupancy of 
around 2.5 persons/vehicle, the expected savings can be 
around Rs.130 million over a year (USD 0.65 million) if 
the value of travel time is considered as Rs. 220 /hour/
person (Jayasooriya et al., 2019). This is a considerable 
amount of saving. However, this improvement also needs 
some land to be acquired (to provide a loon), not at the 
Junction, but a little away from it (as per the guidelines 
provided). Therefore, one-time expenditure needs to be 
set off  against the opportunity cost savings. 

 In addition to this, the sensitivity analysis conducted 
by varying the main road right-turning percentage 
also provides a good indication of the success and 
applicability of the proposed method. It also provides 
a clear indication of the separation distance that should 
be provided for the centre median opening for the “U”, 
which can be considered as the storage space.

The overall results clearly indicate that the new phasing 
arrangement would reduce the delays at intersections 
even when the turning movements are varied. When the 
minor road right-turning percentage is higher than left 
turns, the situation becomes more critical than when left 
turns are higher, justifying that right turns from the minor 
road is the critical movement

 However, in order to have a successful operation 
of the proposed phasing arrangement, it is important to 
have a suffi  cient turning radius for the vehicles making 
U-turns at the centre medians. Especially when buses 
and heavy vehicles are turning right at the intersection 
and replacing that movement with a left turn and U-turn 
at the centre median has to be carefully looked into. This 
can create additional issues when the required turning 
radius is not available.

 When the turning radius is not available for the 
U-turns, it is required to provide loons to facilitate the 
vehicle manoeuvring. However, the additional land 
required to provide a loon will be very minimal compared 
to land required for a lane addition at the intersection, 
and also, the land for a loon is taken away from the 
intersection, which further reduces the negative impact. 

CONCLUSION

In order to manage the increasing traffi  c congestion and 
delays at intersections, given the limitations of space 
available as well as land acquisition, it is required to 
introduce a novel solution when the situation cannot be 
easily controlled by conventional phasing arrangements 
or simply applying many other traffi  c management 
options.

 As a result, this research was focused on replacing the 
minor road right turns at three-leg signalized junctions, 
with a left turn followed up by “U” turn at the centre 
median opening. When the required turning radius is not 
available, a loon area is provided to facilitate smooth 
manoeuvring. 

 First, the research approach focussed on the 
development of theoretical background and new phasing 
arrangement. Secondly, it was verifi ed using a traffi  c 
simulation conducted at a 3-leg junction at Kochchikade 
using calibrated VISSIM simulation software.

 The results show a comparison among the existing 
situation and a conventional three-phase signalized 
system with the new phasing arrangement proposed, 
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which reduces the three phases to two phases. The 
proposed system has reduced the delays at an intersection 
by 44 s/veh, which is a delay reduction of around 
56 % when compared with the existing non signalized 
situation. 

 The sensitivity analysis conducted at the intersection 
varying the turning movements from the by road and also 
from the main road also showed that the new phasing 
arrangement would be desirable for most of the traffi  c 
fl ow conditions, but high benefi ts can be obtained when 
the right turning percentages are less.

Limitations and further research areas

In terms of further research areas, the researchers 
can focus on other types of arrangements of the same 
concept, such as replacing the major road right turns 
with a through turn followed up by a U-turn downstream. 
Further, the same concept can also be applied at the 
four-leg junctions to reduce the conventional four-phase 
system to either a three-phase or two-phase system, 
which will, in return, reduce the vehicle delays.
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Abstract: Effi  cient harvesting of cinnamon while maximizing 
the yield is highly dependent on its phenology. Many important 
studies on Ceylon cinnamon have been undertaken, though 
in-depth studies on vegetative and reproductive phenology 
of Cinnamomum verum are limited. Therefore, this study 
investigated the vegetative and reproductive phenology of 
C. verum, giving particular emphasis on the major phenological 
phases such as leaf fl ushing, fl owering, and fruiting. The 
investigation was carried out from January 2018 to March 2019 
to cover a complete annual phenological cycle at the Thihagoda 
site, in the intermediate climatic zone of Sri Lanka. The results 
indicate that the leaf emergence of C. verum in Sri Lanka 
takes place in fl ushes which appeared to be controlled by two 
factors, the seasonality and the rainfall after a dry period. The 
seasonal fl ushing took place in the four months period from 
February to May. The leaf longevity of C. verum in Sri Lanka 
is longer than 15 months. The leaf fall was not continuous 
and limited to a fi ve -month period from March to July with 
a peak in March. The fl owering in C. verum took place during 
October and November, however only 18.6 ± 5.6 % of fl ower 
buds matured to fl owers. Moreover, 94.1 ± 8.5 % of fl owers 
developed into young fruits.  The timing of these phenological 
traits is important to manage the cinnamon productivity as it 
is recognized that the peeling ability of C. verum  depends 
on the cambial activity which is controlled by source-sink 
relationships in assimilate partitioning in C. verum.

Keywords: Annual cycle, Cinnamomum verum, peelability, 
phenology.

INTRODUCTION

Cinnamon or true cinnamon, i.e., Cinnamomum verum 
is one of the important economic crops in Sri Lanka. It 
provides export earnings of nearly 31,000 million rupees 
annually (Department of Export Agriculture, 2018). 
Accordingly, cinnamon is at the top among the minor 
export crops of Sri Lanka, in terms of export earnings. 
Among the cinnamon cultivating countries, Sri Lanka 
is the world’s largest true cinnamon producer and it 
is mainly used as a spice or food additive (Pushpitha, 
2006). In addition to the condiment and fl avoring value, 
cinnamon is being used as a herbal medicine due to 
its antioxidant, anti-infl ammatory, and anti-diabetic 
properties (Wiart, 2002; Rao & Gan,  2014). Moreover 
it provides various chemicals such as cinnamaldehydes, 
alkaloids, eugenol, proanthocyanidin, fl avonoid, and 
terpenoid for pharmaceutical and perfume industries 
(Wiart, 2002). C. verum belongs to family Lauraceae 
and the genus Cinnamomum consists of about 250 
species of evergreen trees and shrubs, distributed in 
Asia and Australia (Rani et al., 2017). There are eight 
Cinnamomum species recorded in Sri Lanka (i.e., 
C. dubium Nees, C. citriodorum Thw., C. capparu 
coronde  Blume,  C.  litseaefolium  Thw.,  C.  ovalifolium  
Weight,  C.  rivulorum  Kostermans,  C. sinharajaense  
Kostermans  and  C.  verum J.  Presl)  and  all  of  them  

Phenology



88 KAS Hansika et al.

March 2022 Journal of the National Science Foundation of Sri Lanka 50(1)

grow  naturally  in  the wild. However, C. verum is the 
only species domesticated and cultivated commercially 
in Sri Lanka. Cinnamon produced from C. verum is 
exported to the world market as true cinnamon (or Ceylon 
cinnamon). C. verum is cultivated in about 30,000 ha in Sri 
Lanka and it is mainly distributed in part of the wet zone 
including Galle, Kalutara, Kandy, Matale, Rathnapura, 
Nuwara Eliya, Kegalle and in the intermediate zone 
including Matara, Badulla, and Monaragala (Figure 1). 
There is another cinnamon species, i.e., Cinnamomum 
cassia Blume (Cassia cinnamon), grown commercially 
in China, Indonesia, and Vietnam (Thomas & Kuruvilla, 
2012); they produce more than 82.5% of the world supply 
of cinnamon (Ravindran et al., 2004). However, Ceylon 
cinnamon is considered superior to Cassia cinnamon and 
the superiority is mainly due to the better taste and lower 
content of the toxic compound, Coumarin (Ravindran 
et al., 2004). Mainly, fi ve important items are produced 
from the cinnamon  plant namely,  quills, featherings, 
chips, bark oil and leaf oil in Sri Lanka. Quills are the 
major product of export, which accounts for 90% among 
the other cinnamon products (Pushpitha, 2006). As the 
leading producer, Sri Lanka provides around 90% of the 
true cinnamon supply in the world, while the Seychelles, 
India and Madagascar produce the rest (Ravindran et al., 
2004).

 Some studies on C. verum covering taxonomic 
features (Abeysinghe & Scharaschkin, 2019),  genetic 
relationship among the species and varieties (Abeysinghe 
et al., 2014), eco-physiological aspects and chemical 
composition with special attention to essential oils 
(Wijesinghe et al., 2004; Saumyasiri et al., 2006), soil 
fertility and plant nutrition management (Samaraweera 
et al., 2013), insect pest management and plant protection 
(Jayasinghe et al., 2006), agronomy (Abeykoon, 1998), 
crop improvement and varietal development (Wijesinghe 
& Pathirana, 1998), cinnamon characterization, 
phylogenetics and special variations in the quality of 
products (Wijesinghe et al., 2008) etc. have been carried 
out in Sri Lanka during the past. However, there are no 
publications on the phenology of C. verum in Sri Lanka 
even though knowledge on vegetative and reproductive 
phenology is important in managing the productivity of 
cinnamon cultivations. Particularly, cinnamon cultivators 
in Sri Lanka face a problem in harvesting their crops (or 
getting the bark extracted) as the peelability (i.e., easiness 
of removing the bark from the stem) varies from time 
to time. This variation interrupts harvesting of C. 
verum throughout the year and the peelability variation 
seems to be governed by many factors such as edaphic 
and/or climatic factors. Publications on reproductive 

or vegetative phenology of cinnamon in relation to 
peelability variations are scanty. Thus, it is important to 
conduct phenological research for cinnamon to boost the 
cinnamon industry in Sri Lanka. 

 Phenology is the timing of plant and animal life 
cycle activities parallel to the seasonality (Leith, 1974). 
Phenological studies involve observation, recording, 
and interpretation of the timing of life history events 
of plants (Fenner, 1998) and such studies are important 
to understand the species interactions and community 
functions. Furthermore, phenological models can be used 
to assess the impact of climate change on the functioning 
and productivity of diff erent ecosystems (Kramer et al., 
2000). Phenological events of the plants which are, 
regulated both by biotic and abiotic factors are important 
to avoid competition  for  pollination  by either attracting 
or dispersing pollinators.

 Understanding of such behavior of the communities 
is useful in developing a proper management strategy. 
Information on phenology is essentially useful in 
predicting the interactions of plants and animals to the 
changing environment (Bhat et al., 2001). Furthermore 
plant phenology plays a major role in the pest-plant 
relationship. Host plant selection and host shifts of certain 
plants depend on the plant phenology (How et al., 1993). 
For the timing of management practices in certain crops 
(Ansquer et al., 2009) and to assess the eff ect of climate 
change on plants (Post & Stenseth, 1999), the study of 
phenology is of great importance. Also phenological 
studies allow effi  cient crop management and harvesting, 
thereby maximizing the yield.

 Therefore, this study aimed to explore the vegetative 
and reproductive phenological variations of C. verum in 
Sri Lanka. Accordingly, the following research questions 
were addressed: a) What are the patterns/trends of 
vegetative and reproductive phenology of C. verum? 
b) What factor/s may govern the phenology of C. verum?

MATERIALS AND METHODS

Study area

Out of the total extent of Cinnamomum verum planted in 
Sri Lanka, only 10 % is distributed in the dry zone. Even 
though the percentage coverage in the wet  zone  (62 %) 
is the highest (Punyawardene, 2008), the distinction 
between dry and wet seasons is not much pronounced 
in the wet zone as the rainfall is distributed throughout 
the year. On the other hand, some phenological variations 
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Figure 1: The map of Sri Lanka showing  the major climatic zones,  the cinnamon 

cultivated areas of the country and the study site  at the premises of Cinnamon 

Research Institute (Source: Punyawardene, 2008)

 

 

should be measured at very short intervals, with all the 
measurements taken by the same person to reduce the 
personal errors. Thus, the intermediate zone was selected 
to conduct phenological observations and cinnamon 
plantations in the premises of the Cinnamon Research 
Institute at Thihagoda (60  03’ N, 800 56’ E) were selected 
for the study (Figure 1). Meteorological data (rainfall 
and air temperature) from Matara were obtained as it 
is the meteorological station closest to the study site. 
The total annual rainfall of Thihagoda area was 1239.9 
mm and the mean annual temperature was 26.9 ± 0.35 
๋C during the study period. The studies were carried out 
from January 2018 to March 2019.

Study design

The total coverage of the cinnamon plantation under 
the Cinnamon Research Institute is about 16 ha and the 
plantation has been established covering a set of small 
hillocks and fl at lands (between hillocks). The elevation 
of the area is 22.3 m.a.s.l. Therefore, plants for the 
phenological study were selected to represent the three 
geomorphological settings; valleys between hillocks, 
slopes of hillocks, and tops of hillocks. Accordingly, 
altogether 12 plants, each with a diameter  larger  than  
2.5 cm,  were selected  randomly  to  include  four  plants  
for  each  of  the geomorphological settings.  Cinnamon 
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Figure 2: The measurements of leaf length, fruit length and bud length 

measured in the phenological study.

plants with a Diameter ≥ 2.5 cm were used for the 
phenological measurement as the  individuals of the 
same size are selected for harvesting in the cinnamon 
industry.

Phenological observations

The phenological observations were taken on the  
following pheno-phases such  as, (1)  leaf emergence/
initiation and maturation, (2) initiation of fl oral buds and 
fl owering, (3) fruiting, and (4) leaf and fruit shedding, 
for a period of 15 months starting from January of 2018. 
Three branches at three diff erent heights of each plant (in 
total, 36 branches) in all locations were marked and used 
for the phenological observations.

 These selected shoots were tagged by using 
numbered plastic strips which were looped around the 
stem of ‘study branches’ keeping fi ve leaves and a bud 
above the tag (hereafter the term ‘study branch’ is used 
in this research to designate such twigs with fi ve leaves, 
and their progressive growth including new leaves and 
new branches produced).

Vegetative phenology

Those study branches were used to monitor the 
emergence of new leaves, their growth and leaf fall. 
Five leaves above the tag in the study branches were 
numbered consecutively on the adaxial surface with a 
xylene free permanent marker. Those study branches 
were checked once a week for the emergence of new 
leaves. Any young leaves above the numbered leaves 
on these shoots were treated as newly emerged leaves 
and were labeled in the same way giving consecutive 
numbers.  The total number of leaves in each shoot was 
counted at each visit over the monitoring period. The 
emergence of any lateral shoot, producing new branches 
above the tag was considered together in counting of the 
leaves in each branch. Loss of a senescent leaf from the 
selected branches was considered as a leaf fall.

 The growth rates of leaves were measured at three 
diff erent times/seasons, i.e., budding period, developing 
stage, and mature stage, during the study period by 
starting from a newly emerged leaf bud. The maximum 
length of the leaf blade, of the selected leaves were 
recorded from the day of the fi rst observation until its 
fall. Growth measurements were taken daily at the young 
stage, but the measuring frequency gradually decreased 
up to once a week with the maturity of the leaves.

Reproductive phenology

Emergence  of  new  fl ower  buds,  and  their  development  
until  blooming,  fruit  set,  and  their development until 
the fruit drop were studied. Newly emerged fl ower buds 
in study branches were monitored during the study 
period continuously for their progress. The increase in 
the size of fl ower buds were measured once a week or 
more frequently until the fl owers were open. The same 
shoots used to monitor the progress of fl ower buds were 
carefully observed from the open fl ower to the fruit set 
,and then until the ripened fruits were shed. The sizes of 
the fruits were  measured once a week or more frequently 
as necessary, in order to record the exact timing of 
fruit drop. The total number of fl ower buds, fl owers, 
and fruits on the study branches were counted once a 
week. The above measurements were started initially 
with a higher number of replicates, as a precautionary 
measure to compensate for any damage caused by the 
pests, including monkeys. Replicates damaged  by pests 
were  discarded and a  minimum of three undamaged  
replicates were  used in the data analyses.

Statistical analysis

Leaf length and fruit length were considered continuous 
variables while number of leaves per branch, number of 
fl ower buds per branch, number of fl owers per branch, 
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and number of fruits per branch were treated as count 
data. Descriptive analysis was performed to calculate the 
mean, variance and standard  error. Prior to all the analyses, 
Shapiro-Wilk’s and Levene’s tests were used to examine 
the data for normality and homogeneity of variance, 
respectively. The Pearson correlation test was performed 
to check the correlation between rainfall and the variable, 
number of leaves (leaf- emergence). Generalized Linear 
Model (GLM) with Poisson distribution was carried 
out to check the signifi cance diff erence of the number 
of fl ower buds and number of fruits in the dry season 
and rainy season. One-way ANOVA was performed to 
check the signifi cance of leaf length and fruit length in 

the aforementioned two seasons. All the analyses were 
conducted by using the R-3.2.2 statistical programme.

RESULTS AND DISCUSSION

Climatic conditions of the study site

The mean (SE) monthly rainfall of the study area was 94.04 
± 20.69 mm and the rainfall in the months of February, 
March, April, July, August, September, November, and 
December were lower than that of the mean value, while 
it was higher than the monthly mean rainfall in the other 
months, i.e., January, May, June, and October (Figure 3).

Figure 3: Variation of the mean monthly rainfall and temperature of the study area (2018-2019), 12.5 

km from the study site (Source: Meteorological Station, Matara)
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Figure 4: Variations in the mean number of new leaves per branch of Cinnamomum verum over 15 

month-period (January 2018 to March 2019)
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Vegetative phenology

Emergence of new leaves and leaf growth

The leaf emergence of C. verum showed a multimodal 
pattern in which leaf emergence was apparent during 
the months of February to June (Figure 4). However, the 
leaf emergence scenario displayed mixed- multimodal 
pattern. The highest and second highest values of leaf 
emergence were observed in March and May of 2018, 
respectively. Hence the four-month period (February to 
May) can be considered as  the period of leaf fl ushing. 
Considerably higher leaf emergences were observed 
in February, July, and October 2018 and March 2019. 

The leaf emergence in all the other months was zero or 
negligible.

 A leaf started from a leaf bud/primordium and 
it was observed  that a leaf  primordium took mean 
duration of 29.0 ± 8.5 days to become an opened leaf. 
Leaves were opened and then grew slowly increasing 
their size, reaching to their maximum mean (±SD) 
length of 63.7 ± 4.0 mm, in a mean duration of 57 ± 
16 days. Afterwards, the leaf remained a long period 
without further increase in size. None of the leaves that 
emerged at the beginning of the study showed any sign 
of senescence, indicating that the life span of a leaf of C. 
verum is longer than 15 months (Figure 5).

Figure 5: The leaf development of Cinnamomum verum in mean leaf length (mm) over 15 months study 

period (January 2018 to March 2019). Error bars represent standard error of the mean.
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Figure 7: Variations in the mean number of leaf fall of Cinnamomum verum over a 15 month-period (January 2018 to 

March 2019). Error bars represent standard error of the mean. 

Time/month

Mean leaf fall Rainfall

The emergence of new leaves of C. verum is not all-year 
round and a sporadic nature in leafi ng was observed, 
in addition to the peak in the four-month period from 
March to June. The above sporadic increases of the 
leaf emergence were compatible with the high rainfall, 
but not fully compatible with the peak of leafi ng 
from March to June (Figure 3). However, based on 
the data collected in this study, the mean rate of leaf 
emergence in C. verum was 1.14 ± 0.29 new leaves/
branch/month. According to the  Pearson  correlation,  
rainfall  showed  a  signifi cant  correlation  with  leaf  
emergence  r = 0.656; df = 13, p = 0.00867) and it 
explained 65 % of the total correlation.

 The mean growth rate of leaves of C. verum had two 
peaks. The fi rst small peak was observed during the fi rst 
2 weeks due to the growth of leaf primordia, and the 
second large peak was observed during the next 5 weeks 
period due to the growth of the opened leaf (Figure 6).

 In an evergreen perennial plant, the emergence of 
leaves can take place either continuously throughout the 
year (Munne-Bosch, 2007) or as fl ushes, i.e., a higher 
number of leaves produced within few days or few weeks 
and no leaf emergence during the next few months. The 
leaf emergence of C. verum in Sri Lanka takes place, 
not on a regular or continuous basis, but in fl ushes, as 
evidenced in this study.

 Young leaves are reddish in color at the leaf initiation 
and then turn to dark green at the end, being greenish 
yellow at the transition of young leaves to mature leaves. 
The time period between two fl ushes and the intensity 

of the fl ush appeared to be controlled by two factors: the 
inherent seasonality and the rainfall after a dry period. 
In this study, it was revealed that the emergence of 
leaves started in February, reached to a peak in March 
and remained at the peak until May and then gradually 
decreased during the next two months. In addition to this 
main leaf fl ush during a six months period, there were 
two isolated leafi ng events in October and March of the 
following year and these two events overlapped with 
high rainfall.

 However, rainfall is very low during the fi rst half of 
the main leaf fl ush, i.e., during the three months period 
from February to April, indicating that the leaf fl ush 
during this period is not triggered by the rainfall, but 
some other factor(s). Therefore, we suggest that this 
scenario could be linked with an inherent factor such 
as evolutionary adaptation to the ‘spring,’ that is, from 
February to April in the northern hemisphere. However, 
further studies are required to confi rm it. The two isolated 
leaf fl ushes in October 2018 and March 2019, as well as 
the second half of the main leaf fl ush from May to June, 
2018, overlapped with rainfall after dry spells. Hence, 
it can be surmised that the high rainfall after a dry spell 
also trigger the leaf emergence in C. verum in Sri Lanka. 
Singh and Kushwaha (2005b) have also reported that 
when there is a severe drought, the plant tends to survive 
with a long growth constraining dry period, and produces 
a fl ush of  new leaves in the following rainy season. The 
availability of enough water for the favorable growth of 
leaves ensures the emergence of a new fl ush in the rainy 
season  (Monasterio & Sarmiento, 1976; Falkenmark 
et al., 1989).
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During the study period, few leaves were fallen in the 
5-month period from March to July and at least sporadic 
leaf fall was not observed during the rest of the 10-month 
period (Figure 7). The monthly average leaf fall was 0.85 
± 0.71 leaves/branch/month.

 None of the newly emerged leaves during the study 
period of 15 months were fallen and at least had not 
reached senescence, indicating that the leaf longevity of 
C. verum in Sri Lanka is longer than 15 months. Further 
studies are required to fi nd out the exact leaf longevity of 
C. verum in Sri Lanka. A longer life span of leaves in any 
plant further indicates a few other features; the number 
of leaves produced by such a plant within a specifi ed 
period is comparatively less and their photosynthetic 
rate is also low, but it does not decrease rapidly through 
time (Kikuzawa, 1995). However, the life span of leaves 
of C. verum, may  not be very long, because, out of the 
fi ve leaves which were already there in ‘study branches’ 
when the study was commenced, 2.04 ± 1.08 leaves 
dropped during the study period. Moreover the leaf fall 
of C. verum was not continuous and limited to fi ve-
month period from March to July. This indicates that the 
leaf fall has one major peak of March to July.

Reproductive phenology

Flowering

Floral bud initiation in C. verum plants started in the 
month of September and showed a peak, in October 
(Figure 8). More precisely it was a single peak and the 
occurrence of fl ower buds was limited to a fi ve weeks 
period, from the 3rd  week of September to the 3rd  week 
of October.  Flower buds appeared in a panicle and the 
mean length of a panicle was 167.3 ± 9.5 mm. The mean 
number of fl ower buds per panicle was 33.5 ± 10.5. 
Flower production commenced in early October and 
showed a peak at the 3rd week of October, in particular, 
a single peak at the 41st week. A fl ower bud took an 
average of 14 ± 4 days to become an open fl ower; 
however only 18.6 ± 5.6 % of the fl ower buds became 
open fl owers and rest of the fl ower buds dropped. The 
fl ower production of C. verum was signifi cantly lower 
than the bud production (P < 0.05). The peak of open 
fl owers was observed in the 3rd week of October showing 
two week diff erence between the peaks of fl ower buds 
and open fl owers. A fl ower of C. verum remained open 
approximately for 12 hours in the morning.

 In this study the fl owering in C. verum took place 
during October and November and it is compatible with 

other reports in Sri Lanka (Ravindran et al., 2004; Azad 
et al., 2018). Even though some studies report off  season 
fl owering in March and April (Azad et al., 2018), in 
this study we observed only one fl owering event for the 
whole study period. The time period from the initiation 
of the fl ower bud to the open fl ower is about 14 ± 4 days. 
However, fl owers of all the cinnamon trees do not bloom  
at the  same time. Azad et al., (2018) reported  that 
cinnamon   fl owers   exhibit   protogynous dichogamy with 
two fl ower types  as “Type A” and “Type B”  in separate 
individual plants of which, fl owerings during morning 
and fl owerings during evening, respectively creating a 
temporal barrier for self-pollination. However, most of 
the fl ower buds produced within this period has dropped, 
leaving a smaller percentage of pollinated fl owers to be 
converted to young fruits. This study indicates that only 
about 18.6 ± 5.6% of fl ower buds become fl owers. The 
rest of the fl ower buds dropped. Such a high percentage 
of dropping fl ower buds could be due to higher rainfall 
in the same season. There are many reports to confi rm 
that highe rainfall during  fl owering season could reduce 
the number of fruits produced (Davies, 1976). However, 
almost all the remaining fl owers were able to produce 
young fruits, indicating that pollination has not been a 
limiting factor. It is reported that cinnamon fl owers get 
pollinated mainly by wind (Ravindran et al., 2004). 
In this study, only about 25 ± 3 % of the young fruits 
survived to become mature fruits and it took about six 
months for a young fruit to mature. This observation 
is compatible with the study carried out in Sri Lanka 
(Amador, 2019); GLM results showed that the number 
of fl ower buds (initiation of fl owering) and the number of 
fruits (fruit production) were signifi cantly higher in the 
rainy season as compared to the dry season [p = 0.0012; 
null-deviance: 15.77 (df = 18); p = 0.0341; null-deviance: 
27.21 (df = 16) respectively]

Fruiting

Smaller fruits of C. verum were fi rst observed during 
mid-October (Figure 9). Fruit production peaked at 
the end of October, showing a unimodal response 
(Figure 8). It was observed that only 94.1 ± 8.5 % of 
fl owers developed into young fruits. The mean number 
of fruits per branch was 7.5 ± 3.6. However, few or no 
new fruits were produced after the month of October. 
In other words, the number of fruits did not show any 
further increase after 2nd week from the start of the fruit 
initiation. All fruitlets did not develop to a mature fruit as 
a considerable number of fruitlets dropped, and out of the 
young fruits, only  25 ± 3 % got developed into mature 
fruits. Therefore, the number of fruits was reduced during 
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Figure 9: Variations in the mean fruit length (mm) of Cinnamomum verum per study branch during the 15 

month study period (January 2018 to March 2019). Error bars represent standard error of the mean
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Figure 8:  Variations in the mean number of fl ower buds, mean number of fl owers and mean number of fruits 

of Cinnamomum verum per study branch during the 15 month study period (January 2018 to March 

2019). Error bars represent standard error of the mean.
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the 20 week period from January to March, 2019. The 
maximum fruit length recorded was 17.0 ± 0.3 mm and 
it was observed  in  February, 2019. One-way  ANOVA 
results  showed that leaf length  and fruit  length 
have signifi cantly increased during the rainy season 
(F = 32.2

1,9
 ; p = 0.0025; F = 28.4

1,8 
; p = 0.0267). When 

the timing of the above fl owering, fruiting, and fruit shed 
are considered, the six month period from September to 
March can be considered as the reproductive phase of 
C. verum growing in the study area.

The phenological knowledge of a crop plant or ‘the 
knowledge in the timing of recurring vegetative and 
reproductive events, their interactions to biotic and 
abiotic forces, and their interrelation of those aspects 
with other species’ (Leith, 1974) can provide important 
information useful in development of that particular 
crop. Even though C. verum is the most important minor 
export crop in Sri Lanka, to the best of our knowledge, 
there is no phenological study conducted on C. verum 
in Sri Lanka. However, there are a few studies which 



96 KAS Hansika et al.

March 2022 Journal of the National Science Foundation of Sri Lanka 50(1)

F
ig

ur
e 

10
: 

T
he

 g
ra

ph
ic

al
 il

lu
st

ra
tio

n 
of

 v
eg

et
at

iv
e 

an
d 

re
pr

od
uc

tiv
e 

ph
en

ol
og

ic
al

 e
ve

nt
s 

of
 C

in
na

m
om

um
 v

er
um

 o
ve

r 
ti

m
e.

 I
t s

ho
w

s 
th

e 
pe

ri
od

 o
f 

le
af

 b
ud

 f
or

m
at

io
n,

 t
he

n 
le

af
 fl

 u
sh

 d
ev

el
op

m
en

t, 

fo
llo

w
ed

 b
y 

de
ve

lo
pm

en
t 

of
 fl

 o
w

er
 b

ud
s,

 fl
 o

w
er

s,
 f

ru
its

 a
nd

 f
ru

it 
ri

pe
ni

ng
. T

im
e 

pe
ri

od
 ta

ke
n 

fo
r 

ea
ch

 e
ve

nt
 is

 in
di

ca
te

d 
by

 th
e 

bo
x 

in
 th

e 
gr

ey
 c

ol
ou

r 
ar

ea
 a

nd
 th

e 
im

ag
e 

fo
r 

ea
ch

 e
ve

nt
 

is
 a

ls
o 

gi
ve

n 
as

 a
 v

is
ua

l i
nt

er
pr

et
at

io
n



Vegetative and reproductive phenology of Ceylon cinnamon 97

Journal of the National Science Foundation of Sri Lanka 50(1) March 2022

have touched some aspects of the phenology of the 
same or other species of Cinnamomum conducted in 
other countries (Kasai et al., 2002 ; Singh & Kushwaha, 
2005a ; Shivaprasad et al., 2015; Yulistyarini, 2020). 
Nevertheless, even such information may not be valid 
for C. verum growing in Sri Lanka as these details might 
represent completely diff erent agro-ecological systems 
in other countries. As evidence, C. verum in Mahé 
Island, Seychelles, is considered as an aggressive alien 
invasive species (Fleischmann, 1999), the timing of 
the vegetative growth of which could be diff erent from 
the non-aggressive and slow growth of C. verum in Sri 
Lanka.

 The above behavior of phenological traits could vary 
depending on the variations in the agro-climatic region 
and soil factors etc. (Arntz et al., 1998). However, the 
behavior of phenological traits of C. verum is very 
important for the cinnamon industry in Sri Lanka, because 
we assume that the peeling ability of cinnamon positively 
correlates with the cambium activity. The higher cambial 
activity may  enhance the peeling  ability of cinnamon in 
two ways: fi rstly increasing the thickness of the cambial 
region with delicate cells between xylem tissue on the 
inner side and the phloem tissue. Secondly, an active 
cambium increases the thickness of the phloem tissue 
increasing the ability to get it peeled off , with minimum 
damage. Cambial activity may be greatly aff ected by 
variations in assimilate partitioning that could be decided 
by phenological traits. It is recognized that source-sink 
relationships in assimilate partitioning change with the 
developmental stage (Evans, 1991). Accordingly, it can 
be assumed that allocation of assimilates for the cambial 
activity may get reduced during the leaf fl ush, fl owering, 
and fruiting in C. verum, reducing the ability to peel. 
The knowledge of phenology or the timing of recurring 
vegetative and reproductive events of C. verum revealed 
in this study are of utmost importance to proper timing 
and management of harvesting of cinnamon in Sri Lanka. 
Also this will lead to studies on how to manage the 
seasonal and environmental eff ect on peelability so that 
it could be useful to maximize the harvestable yield of 
C. verum in Sri Lanka.

CONCLUSION

Leaf emergence of C. verum in Sri Lanka displayed a 
mixed-multimodal pattern and one that takes place in 
fl ushes which appeared to be controlled by two factors, 
the inherent seasonality and the rainfall after a dry period. 
The seasonal fl ushing took place in the four months 
period from February to May.  A leaf primordium took 

a mean number of 29.0 ± 8.5 days to become an opened 
leaf and leaves unfolded and then grew slowly increasing 
their size, reaching their maximum size in 57 ± 16 days. 
As evidenced from this study the leaf longevity of C. 
verum in Sri Lanka is longer than 15 months. The leaf 
fall was not continuous, and limited to a fi ve-month 
period from March to July, with  a peak in March.

 Flowering in C. verum took place during October 
and November, however only 18.6 ± 5.6% of fl ower 
buds matured to fl owers. Moreover, a mean number 
of 94.1 ± 8.5% of fl owers developed into young fruits. 
The average number of fruits per branch was 7.5 ± 3.6. 
Fruit production peaked at the end of October, showing 
a unimodal response. When timing of fl owering fruiting 
and fruit shed are considered, the six month period 
from September to March can be considered as the 
reproductive phase of C. verum growing in the study 
area.
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Abstract: Pharmaceutical therapy for certain respiratory 
diseases involves delivering aerosolized drugs directly to 
the respiratory tract through inhalation with nebulizers. This 
research is focused on designing an automated jet nebulizer 
that possesses the capability of dynamic fl ow regulation. 
The proposed nebulizer is composed of two modes, namely, 
the Compressed Air mode and the Oxygen Therapy mode. 
The automated triggering from one mode to another will be 
dependent upon the percentage of oxygen saturation of the 
patient, monitored from the SpO

2
 sensor. The compressed 

airfl ow will be delivered to the patient according to his 
or her volumetric breathing rate, derived with the aid of a 
temperature sensor-based algorithm. The compressor circuitry 
is incorporated with a PID control unit, which is a novel feature 
that acts as feedback as well as a safety mechanism in ensuring 
that the patient receives compressed air as per the fl ow rate 
decided by the system. At the end of the drug delivery, if the 
liquid level sensor detects the absence of medication within the 
nebulizer chamber, the nebulization process will be terminated. 
The results obtained from simulations showed that the PID unit 
functioned smoothly, with less overshoot and response time. 
Thus, the dynamic regulation of the motor speed with respect 
to the volumetric breathing rates was accomplished. A laminar 
fl ow was obtained from the outlet of the compressor towards 
the nebulizer tubing, and a turbulent fl ow was obtained within 
the chamber, as expected. No excessive turbulent fl ows or 
rotational fl ow patterns were detected. 

Keywords: Inhalation therapy, jet nebulizer, proportional 
integral derivative controller. 

INTRODUCTION

A considerable percentage of people suff er from 
respiratory diseases such as asthma and chronic 
obstructive pulmonary disease (COPD). As per WHO 
statistics, 235 million people are aff ected with asthma 
and 64 million people are aff ected with COPD, while 
millions of others suff er from other unidentifi ed chronic 
respiratory diseases (Hubbard, 2006). Jet nebulizers 
which atomize medication are widely used in aerosolized 
inhalation therapy for such respiratory diseases. 

 The nebulizer is a device which functions by 
converting drugs which are in liquid form into a wet mist, 
more specifi cally, aerosols of a size that can be inhaled 
by the lower respiratory tract, with the aid of a driven             
compressed gas fl ow (Hess, 2000 ; Ari, 2014). 

 Despite the introduction of lightweight and portable 
devices like metered-dose inhalers and dry powder 
inhalers, the popularity of nebulizers has not diminished 
due to their simplicity and their ability to be frequently 
used in inhalation therapy for infants, small children, and 
the elderly (Clay, 1987 ; Rau & Hess, 2009). They are 
considered advantageous because they have the ability 
to aerosolize several drug solutions and drug mixtures, 
and can be useful in treating debilitated or distressed 
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patients (Rau & Hess, 2009). However, most of the 
conventional nebulizers (Figure 1) fall short of desired 
preferences. One of the issues with the current nebulizers 
is the inadequate amount of aerosolized drugs delivered 
to the patient. According to several  research reports 
(O’Callaghan & Barry, 1997; Chatburn & McPeck, 2007; 
Volsko & Chatburn, 2014), conventional nebulizers are 
considered highly ineffi  cient due to the high wastage of 
aerosol. 

 The effi  cacy and the quality of the aerosol generated 
by a jet nebulizer are a product of the design of the 
device and the drug formulation (Bisgaard et al., 2014). 
It was mentioned that the driving gas fl ow rate, the 
ratio of liquid to gas fl ow, and the characteristics of the 
compressor have an impact on the size of the droplets 
produced by a nebulizer (Barry, 1997; Hess, 2000; 
O’Callaghan & Kendrick et al., 2014; Mittal et al., 2014). 
In addition to that, controlling the relative humidity 
within the airfl ow between the nebulization source and 
patient can be achieved by simply controlling the fl ow 
rates in the system (Haddrell et al., 2014). Furthermore, 
patient factors such as breathing rate also have an eff ect 
on drug delivery. In the case of a continuously operating 
compressor, a high fraction of the aerosol is lost to 
the atmosphere through the vent, if the patient doesn’t 
inhale fast enough (Le Brun et al., 2014). Specifi cally, 
50 % of the volume of aerosol generated is wasted 
during exhalation (O’Callaghan & Barry, 1997). Some 
consequences of neglecting the importance of delivering 
the prescribed dosage of the inhaled medication and, 
applying proper administration techniques using aerosol 
generators include adverse reactions, bronchospasm, 
and exposure to high drug concentrations. (Rau & Hess, 
2009). 

Yardimci (2014) has developed a micro controller based 
on a jet nebulizer, in which the compressor is controlled 
using the fuzzy logic system for domiciliary use. 
However, the inhalation profi le, which is an important 
factor, hasn’t been considered when regulating the 
compressor. Ivanova and Glazova (2015) have conducted 
research on enhancing the performance of the ultrasonic 
nebulizer, through the incorporation of an indicator that 
registers time, duration of an asthma attack, and dosage. 
The study has been limited to children who are suff ering 
from bronchial asthma.

 One of the reasons behind the inability of 
conventional devices to deliver the entire dosage, as 
mentioned in the literature, is the fact that the driving 
gas fl ow is unidirectional and constant in contrast to the 
breathing pattern, which is bidirectional and variable. 
In order to address these issues, the proposed research 
is specifi cally focused on the regulation of the dynamic 
fl ow of the compressor in sync with the inhalation profi le 
of the patient. The proposed design employed the use of a 
digital temperature sensor for monitoring the respiration 
rate during nebulization. How the temperature sensors 
could be incorporated in detecting respiration rate was 
studied with the help of the conceptual model described 
by Gupta and Qudsi (2013). For the purpose of regulating 
the compressed air fl ow, the proposed research takes the 
approach of employing an Arduino-based proportional 
integral derivative (PID) control system. PID control is 
one of the most widely used dynamic control techniques 
in industrial applications (Paz, 2013). It involves the use 
of a feedback controller, which changes the output based 
on the sensed or observed result, as shown in Figure 2. 

Figure 1:  Conventional nebulizer design (O’Callaghan & Barry, 1997)
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The process variable of a given setpoint is measured 
by the sensor, which in turn is compared to the setpoint 
(desired output), in order to determine the error. The error 
signal is used to determine the controller output, which 
is delivered to the actuator. The diff erence between the 

process variable and the setpoint is the error (Knospe, 
2013).  Here the integral time (T

i
) and derivative time 

(T
d
) refers to the time constants which are required to 

acquire the manipulated variable using the integral action 
and derivative action respectively.  

The present error is taken into account by the proportional 
term. The integral response takes all the errors, which 
are present in the system, from the starting point to a 
particular point of time in the process. The derivative 
response is proportional to the rate of change in process 
variable (Theopaga & Rizal, 2014).

MATERIALS AND METHODS

The approach and information gathering

After conducting market analysis on existing products, 
and a literature survey, the research problem was 
identifi ed. Furthermore, information regarding 
nebulization was gathered during a visit to the National 
Hospital for Respiratory Diseases, located at Welisara.

The conceptual design and hardware components

The conceptual design (Figure 3) was done in such a way 
that there are two modes of operation, the compressed 
air Mode and oxygen therapy mode. The oxygen therapy 
mode is triggered, depending on the percentage of 
oxygen saturation of the patient being nebulized (94 % 
is the threshold). The temperature sensor monitors the 
temperature diff erence which occurs during inhalation 
and exhalation. Hence, the breathing count will be 
determined, which will be converted to a volumetric 

breathing rate. The SpO
2
 circuit monitors the percentage 

of oxygen saturation of the arterial blood. An initial set 
fl ow rate will be given to the diaphragm pump through 
the controlling unit of the nebulizer. The airfl ow sensor 
monitors whether the diaphragm pump is operating at 
that given fl ow rate. The airfl ow sensor readings will be 
taken up by the controlling unit. If there is some error 
present between the desired fl ow rate and the sensed 
fl ow rate, it will be altered by the PID function through 
the variation of the voltage fed to the motor controller 
through pulse width modulation. This process continues 
only if the oxygen saturation percentage is within the 
required range. If the oxygen saturation percentage of the 
arterial blood of the patient decreases below the specifi ed 
limit, the oxygen therapy mode is triggered. Triggering 
of the oxygen therapy mode will cause oxygen therapy 
to be delivered via the opening and closing of the 
specifi c solenoid valves which will be done through 
the controlling unit. The non-contact liquid level sensor 
monitors the level of the medication in liquid form. Once 
it detects that no liquid is present within the nebulizer 
chamber, the process of nebulization will be terminated. 

 The sensing elements used for nebulizer design 
include one wire DS18B20 temperature sensor for 
monitoring the temperature of inhaled air and exhaled 
air. It has the capability of reading temperatures to a 
resolution of 0.0625. In addition to that, the YF-S201 

Figure 2:  The schematic of a PID controller (Paz, 2013)
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airfl ow sensor was used for monitoring the compressed air 
fl ow rate. It consists of an integrated magnetic hall sensor 
which outputs an electrical pulse with every revolution. 
A non-contact liquid level sensor was used to achieve 
non-contact liquid level detection. The actuators used for 
the proposed nebulizer include a micro diaphragm pump 
(Figure 4), and an L298N motor controller. The micro 
diaphragm pump is composed of a DC brushed motor. 

The rotational movement of the motor is converted into 
oscillating movement by an eccentric. It is connected 
through a connecting rod to the diaphragm, which moves 
up and down its central point. The elastic diaphragm in 
conjunction with an inlet and outlet valve generates a 
pumping action. The particular pump can be mounted in 
any position and can deliver a fl ow rate of up to 11 L/min. 

Figure 3:   Conceptual design of the proposed nebulizer

Figure 4:  DC micro diaphragm pump
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The Arduino Mega 2560 microcontroller reads the 
signals obtained from the relevant sensors, makes logical 
decisions such as comparing the sensed signals with the 
desired signals, and fi nally transmits the necessary PWM 
signals to the actuators.

Designing the 3D model of the nebulizer 

The dimensions were determined by referring to the 
service manuals of conventional nebulizers and altering 
those dimensions according to the requirements of the 
proposed equipment. The 3D model of the design was 
created with the aid of the SOLIDWORKS software, as 
depicted in Figure 5.  

chamber, and nebulizer tubing were drawn as per the 
dimensions of the pre-existing nebulizers. 

Analysis of the safety requirements and circuitry 
designing

Each subsystem of the overall system is a part of an 
integrated safety system. The system software can 
manage routine error handling and communicate the 
state of the system to the user. For example, the airfl ow 
sensor in combination with the PID function integrated 
within the controlling unit ensures that the patient does 
not receive an airfl ow of higher fl ow rate than the desired 
fl ow rate. In addition to that, the device is of unobtrusive 
and non-invasive type.

 The circuit was designed using the “schematic 
capture” feature of the Proteus Design Suite. The power 
supply converts 230V AC to a 12V DC and 5V DC. The 
12V DC supply is for powering up the motor controller 
and the three solenoid driver circuits, and the 5V DC 
supply is for powering up the display unit. The 12V 
and 5V requirements were fulfi lled by the use of a 12V 
regulator (7812) and a 5V regulator (7805), respectively. 
The required components were selected from the 
Proteus library whilst referring to their datasheets. The 
components were placed in the workspace, and were 
routed to the Arduino as necessary.

Figure 5:  3D model of the proposed nebulizer

Figure 6:  SOLIDWORKS model of the pump assembly

The 3D model of the interior of the nebulizer was 
designed using SOLIDWORKS software as presented 
in Figure 6. The dimensions of every single component 
were studied thoroughly prior to designing it. Medical 
standards and guidelines were followed while doing so. 
Here the volume of the pump is equal to 88 mm x 65 mm 
x 40.5 mm. The inlet and outlet diameters are 3.4 mm and 
6.5 mm, respectively. The airfl ow sensor is connected 
to the outlet of the pump and the tubing is connected 
to the outlet of the airfl ow sensor. The nebulizer tubing 
is connected to the nebulizer chamber and the mask is 
attached to the nebulizer chamber. The mask, nebulizer 
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Monitoring of the volumetric breathing rate and 
dynamic fl ow regulation of the compressor

The temperature is read through the analog input. It is 
then matched with the immediately previous value, to 
see if the value reaches a maxim or minimum If the value 
of the temperature increases and suddenly decreases, or 
vice versa, a peak is reached. The peak could be either 
positive or negative.

 On either of these peaks, a count is set as a value, 
so that the order can be checked to measure the time 
gap between two adjacent crests and a trough. Then this 
particular time diff erence is used to derive the breathing 
rate of the patient.

 As the controller gets the fl ow rate set by the user, 
simultaneously the airfl ow sensor starts monitoring the 
airfl ow produced by the diaphragm pump. The fl ow rate 
entered by the user and the current fl ow rate are compared 
and the diff erence is calculated as an error. In accordance 
with that, the PWM signal given to the L298N IC for 
driving the motor through Arduino Mega 2560 is varied. 
The two pins are used as output for the motor driving, 
and the enable pin in the motor driver is supplied by the 
PWM signals from the Arduino. By supplying a high 
signal level  to the enable (ENA) pin on the L298N, the 
motor driver provides the 12V supply to the motor, so by 
varying the signal to the enable pin, the motor speed will 
be varied. As shown in the above circuit diagram, ENA is 
connected to pin 11 of the Arduino, which serves as one 
of the output pins for its PWM function. The diff erence 
is counted as an error and from there onwards, PID 
calculation starts in the program. During the next step, 
the values of proportional, integral, and derivative errors 
are determined.

Performance evaluation of the nebulizer

Assessing the nebulizer motor performance

The motor function is a vital factor for the performance 
of the proposed nebulizer. Therefore, the motor control 
circuit was simulated using Matlab & Simulink (R2016b) 
software. 

 Since the PID control was to be applied for the DC 
brushed motor integrated within the micro diaphragm 
pump, the transfer function of the motor was chosen 
accordingly.

 ...(1)

The above general equation (1) describes the behaviuor 
of a typical second-order function with no zeros. Here 
and are the damping ratio and the natural frequency 
respectively. The PID controller block was created 
within the controller subsystem and the output of the PID 
controller was connected to the input of the pump motor. 
The PID controller block output is a weighted sum and 
the weights are the proportional, integral, and derivative 
gain parameters. Then the inputs from the temperature 
sensor were added to the motor controlling circuitry. The 
MATLAB function contains the program for how the 
pump speed has to be varied according to the volumetric 
breathing rates of the patient. The pump speed has to be 
varied among 10, 8, and 6 L/min with the change of the 
volumetric breathing rate of the patient.  

 The PID controller was tuned automatically with the 
aid of the Control System ToolboxTM. The goals of the 
motor controlling circuit were to achieve a settling time 
of less than 5 s and to get a zero steady-state error to the 
step reference input. 

Circuitry simulation and experimental analysis

The circuitry simulation was run on Proteus 8.0 software. 
By way of checking the Arduino program for errors, and 
specifi cally, to check the functioning of the breath rate 
monitoring coding, an experimental setup was built using 
the hardware components mentioned under 'conceptual 
design and hardware components' setion. However, due 
to the unavailability of the diaphragm pump, in place 
of it, a normal DC motor was used. The DC motor was 
checked for the RPM values corresponding to the fl ow 
rates of the pump. 

CFD simulation of the compressed airfl ow

In order to incorporate design considerations into a 
prototype device consistent with project goals, an 
iterative design process was implemented. For this 
purpose, computational fl uid dynamics simulation 
was performed on the conceptual device solid model. 
SOLIDWORKS Flow Simulation and ANSYS Fluent 
software were utilized.

 The values given in Table 1 were entered under the 
properties option of the two software programs.
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Parameter Value

Velocity 1.02 m/s, 1.36 m/s, 1.7 m/s

Flow rate 6 L/min, 8 L/min, 10 L/min

Pressure 101, 325 Pa

Fluid Type Normal Air

Table 1: Parameter characterization

Figure 7:  Closed loop system response (Flow rate vs time)

RESULTS AND DISCUSSION

PID controller simulation on Matlab and Simulink

Since PID tuning is an iterative process, obtaining gain 
values using automated tuning of the linearized model 
and testing the entire Simulink model via simulation 
were carried out a few times till the desired results were 
obtained. After performing a series of simulations and 

comparing them using Simulink, the most appropriate 
system response was chosen. Thus, Figure 7 denotes the 
response of the entire closed-loop system. It fulfi lls the 
design requirements. With the change of the volumetric 
breathing rates, the fl ow rates of the pump change 
smoothly without any unrealistic spikes, in a settling 
time of 2.63 seconds. There is only a slight diff erence 
between the control input and the measured output.

Circuitry simulation and experimental analysis

Due to the complexity of the circuitry, it was hard to 
simulate the entire circuit on Proteus software. Therefore, 
two errors were encountered: '[SPICE] transient GMIN 
stepping at time = 2.19633e-006' and 'Simulation is 
not running in real-time due to excessive CPU load.' 
However, when the power supply-motor controller 
circuit was simulated separately, correct voltage values 
were displayed on the DC voltmeters. The terminal 
voltage of the motor were shown as 12V. Thus, there 
were no errors in the power supply nor with the motor 
controller circuitry. 

All the components that were used in the experimental 
setup functioned according to the uploaded program. 
The DC motor speed was regulated as per the rpm 
values specifi ed in the Arduino program. The respiratory 
monitoring coding functioned successfully. The 
DS1835 temperature sensor was able to detect the small 
fl uctuations of temperature between inhalation and 
exhalation. This particular experiment suggested that 
there were no shortcomings in the coding. 

CFD simulations carried out on SOLIDWORKS 

SOLIDWORKS fl ow simulation 

The simulation was turbulent and laminar, and time-
independent with air as the fl uid. Therefore, the airfl ow 
through the pump assembly was modelled and assessed 
using the fl ow trajectories generated as a result. At the 
pump, a turbulent fl ow was to be seen, as presented in 
Figure 8. 
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CONCLUSION

Due to the pervasive nature of respiratory diseases and 
the manner in which they are treated, the market for 
aerosol drug delivery devices is high. Despite the large 
market, insuffi  cient drug delivery is a common issue 
associated with some of the conventional nebulizers. 
This particular issue is addressed by the current research. 
The reason for optimizing the control unit of the 
nebulizer was because the dynamic fl ow of compressed 
air is unidirectional and constant, whereas the breathing 
pattern of a patient is bidirectional. In the fi rst phase of 
the research, the development of the temperature sensor-
based algorithm for volumetric breathing rate detection, 
and implementation of the compressor control circuitry 
(PID) were completed successfully. All the objectives 
were met. The simulation results obtained from Simulink 
validated the performance of the PID control unit. In 
addition to that, the results gained from the physical 
simulations carried out on SOLIDWORKS and ANSYS 
Fluent 16, were satisfactory. No substantial amount of 
turbulent fl ow or rotational fl ows were detected within 
the device.

 However, according to section VIII of us Food and 
drug Administration (FDA)1993, regulations 1993, in 
vitro testing is required prior to completing the product 
development. For this purpose, techniques like laser 

Figure 8:  Flow trajectories within the pump

Figure 9:  Flow trajectories within the nebulizer tubing

Figure 10:   Flow trajectories within the nebulizer chamber

The fl ow generated from the outlet of the pump towards 
the nebulizer tubing shows the characteristics of laminar 
fl ow as depicted in Figure 9. The fl ow was steady. In 
addition to that, the fl ow of air through the nebulizer 
tubing was also examined and found to be uniform and 
laminar without any excessive turbulent fl ow or rotational 
fl ow pattern. The presence of rotational fl ow pattern is 
considered unacceptable because it imposes a restriction 
at recruiting drug particles and dispersing them through 
the mask, and dispositioning them within the airways. 

Within the nebulizer chamber, pressurized atomization 
air is discharged from an orifi ce and directed against 
baffl  es, which causes the air to fl ow with swirling 
turbulence over the orifi ce. The turbulent swirling fl ow 
of the atomization air is what causes the droplets to 
decrease in size. The fl ow path of the aerosol through 
the nebulizer chamber towards the mask shows a rapid 
change of direction to facilitate condensation of any large 
droplets in the aerosol, as presented in Figure 10 below.
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scattering or cascade impactor need to be incorporated to 
determine, the size of the respirable droplet produced by 
the nebulizer and the amount of drug deposition (FDA, 
1993). In addition to that, the device has to be tested for 
the available drug types.    
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 Abstract: Contamination of ground and surface waters 
by landfi ll leachate is a prime environmental concern. The 
present research assesses chemical composition of leachate 
generated in the Karadiyana open dumpsite in Sri Lanka and 
the groundwater pollution caused by the landfi ll. The leachate 
pollution index (LPI) of Karadiyana is 34.00, suggesting that it 
has the potential to contaminate the environment. The nitrate, 
ammonia, and total phosphate concentrations in leachate 
varied in the range of 20.70 to 167.80, 376.55 to 580.33 
and 10.00 to 84.00 mg/L respectively. Four major groups, 
namely, tryptophan- and tyrosine-like protein fractions, and 
fulvic and humic fractions were identifi ed in leachate using 
fl uorescence data. The bio chemical oxygen demand (BOD) 
to chemical oxygen demand (COD) ratio of leachate in the 
present study varied between 0.39 and 0.49 which categorizes 
leachate into intermediate age with medium biodegradability. 
This observation was further verifi ed by the average pH and 
COD values of leachate; 6.81 ± 0.08 and 2221 ± 45 mg/L, 
respectively. Only one out of ten dug wells located in a 
radius of about a kilometer from Karadiyana dumpsite can be 
classifi ed as good water for drinking purposes though eight 
of ten are used for drinking at the moment. All ten dug wells 
exceeded the WHO recommended nitrate level.  

Keywords: Groundwater pollution, Karadiyana open 
dumpsite, landfi ll leachate, leachate pollution index, metal 
pollution index

INTRODUCTION

Municipal landfi lls are a common feature in many 
Sri Lankan cities and it has been estimated that there 

are more than 260 small and large scale landfi lls in 
Sri Lanka  (Jayaweera et al., 2019; Koliyabandara et al., 
2020). All of the landfi lls except the ones Dompe and 
Aruwakkalu can be categorized as unregulated open 
dumpsites (Jayaweera et al., 2019; Koliyabandara 
et al., 2020). In addition, most of them have been built 
without proper environmental impact assessments 
(EIA) and as a result, dumpsites including Karadiyana, 
Muthurajawela, Gohagoda, and Ginthota are located 
very close to sensitive ecological habitats such as major 
river systems and wetlands in Sri Lanka. According to 
United States criteria for municipal solid waste (MSW) 
landfi ll siting and design, landfi lls should not be built 
on wetlands and fl ood plains, and a proper leachate 
collection and removal system should be installed to 
protect groundwater and underlying soil (Letcher & 
Vallero, 2019). Landfi ll leachate has been identifi ed as 
one of the major sources of pollutants to ground and 
surface waters (Mor et al., 2006). Landfi ll leachate is 
the liquid leaching out of landfi lls due to the infi ltration 
of rainwater through solid waste piles in dumpsites. 
The leaching liquids are carrying all the water-soluble 
and suspended fractions of waste and waste degradation 
by-products. In addition, liquids squeezing out of waste 
in landfi lls with a high-water content is also known as 
leachate. Leachate generation may not be signifi cant in 
very dry climates (Letcher & Vallero, 2019). Landfi lls in 
wet climates and those receiving waste containing a high 
water content produce a signifi cant amount of leachate 
(Letcher and Vallero, 2019). The chemical composition 

Environmental Chemistry
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of leachate consists of a variety of components including 
particulate and dissolved organic matter, heavy metals, 
and inorganic compounds, due to the mixed nature of 
the waste in many landfi lls (de Godoy Leme & Miguel, 
2018). 

 The risk of pollution of surface water and 
groundwater sources closer to dumpsites, such as dug 
and tube wells, rivers, and streams, which are used by 
humans for drinking or sanitary purposes, is most severe 
in open dump sites because of the lack of engineered 
liners and leachate collection systems (El-Salam & Abu-
Zuid, 2015). The type and depth of the water table, the 
direction of groundwater fl ows, and the concentration 
of pollutants determine the severity of ground and 
surface water pollution (Aderemi et al., 2011). Many 
toxic metals make stable water-soluble complexes with 
dissolved organic matter, which allows them to transport 
through the water channels easily. This is a prime issue in 
Asian countries as most of the landfi lls do not have liners 
to prevent contamination of groundwater and underlying 
soil (Rafi zul et al., 2012).   

 Due to lack of infrastructure and funds, poor landfi ll 
and waste management practices, and the negligence 
of enforcing environment protection laws in Sri Lanka, 
the country has faced a few landfi lls related disasters 
with loss of life and property. The collapse of the 
Meethotamulla open dumpsite on the 14th April 2017, 
with a loss of 32 people, was one of them (Jayaweera 
et al., 2019). The discharge of the organic matter rich 
Gohagoda landfi ll leachate into the Mahaweli river, 
which is the major source of drinking water for the Kandy 
city, has been reported (Kumarathilaka et al., 2016). In 
addition, harmful volatile organic compounds (VOCs), 
including benzene and toluene, have been detected in the 
Gohagoda landfi ll leachate (Kumarathilaka et al., 2016). 
The chemical composition of leachate in Kataragama, 
Negombo, Matale and Hambantota landfi lls has been 
investigated previously and it has been found that many 
leachate samples contained high amounts of organic 
matter, nutrients, and heavy metals (Sewwandi et al., 
2013). The contamination of surface water bodies and 
sediments by Karadiyana dumpsite leachate has also 
been reported (Koliyabandara et al., 2020; Mandakini 
et al., 2016) 

 The characterization of landfi ll leachate is essential 
to investigate the risk of environmental pollution and to 
design leachate treatment facilities. Characterization of 
volatile and semi-volatile compounds in landfi ll  leachate 
has been carried out specifi cally by GC-MS analysis. The 

volatile and semi-volatile compounds in leachate related 
to cosmetics, medicine, pharmaceuticals, and plastics has 
been identifi ed by the GC-MS data (Badoil & Benanou, 
2009). In a particular study, GC-MS data revealed that 
a higher number of phosphorus-based compounds were 
present in leachate from a ten-year old landfi ll than in 
leachate from fresh landfi ll waste (Badoil & Benanou, 
2009). In addition, GC-MS analysis has identifi ed 
chlorinated aromatic xenobiotic organic matter (XOM), 
and many XOMs were found in the surface waters 
around dumpsites, indicating that they could be used as 
landfi ll leachate tracers (Banar et al., 2009). Previous 
studies have shown the presence of XOMs, including 
benzene, methylbenzoic acids, aliphatic carboxylic acids, 
hydrocarbons, phenylpropionic acid, methyl phenols, 
aromatic carboxylic acids, and ethylphenols, in landfi ll 
leachate (Saadi et al., 2006; Shouliang et al., 2008). 

 Molecular fi ngerprinting using fl uorescence excitation 
emission matrixes (EEM)s have been used in many 
sample matrixes, such as coloured wastewater, sewage 
effl  uents and polluted rivers (Ito et al., 2016; Yamashita 
& Tanoue, 2003). Wastewater characterization with rapid 
fl uorescence analysis has become a reliable and eff ective 
method (Stedmon et al., 2003). Fluorescence has been 
used to fi ngerprint leachate in previous studies (Baker 
& Curry, 2004). It has been found that landfi ll leachate 
fl uorescence properties are all characterized by intense 
fl uorescence at excitation wavelengths (λ

ex 
) 220 to 230 

nm, and emission wavelengths (λ
em

) 340 to 370 nm, 
which was suggested to be derived from fl uorescent 
components of the XOM fraction such as naphthalene 
(the “XOM peak”). A second fl uorescence center, at 
λ

ex
 = 320 to 360 nm, and λ

em 
= 400 to 470 nm, is derived 

from a higher molecular weight fulvic-like fraction, and 
a third center at λ

ex
 = 270 to 280 nm and λ

em
 = 340 to 360 

nm to tryptophan-like fl uorescence.

 Development of indexes such as leachate pollution 
index (LPI), water quality index (WQI), metal pollution 
index (MPI) and heavy metal pollution index (HPI/
HMPI) to assess the pollution potential of landfi ll 
leachate provide essential information about the extent of 
pollution caused by dump sites (Giriyappanavar & Patil, 
2013; Umar et al., 2010). The leachate pollution index is 
based on several pollution parameters which express the 
total leachate contamination potential of a landfi ll. Values 
exceeding 7.5 for LPI are an indication of an increased 
potential for environmental pollution (Umar et al., 
2010). Calculation of LPI can be useful in recognizing 
an appropriate landfi ll design, in forecasting the eff ect 
of leachate on the groundwater quality, identifi cation 
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of hazard potential of leachate and developing proper 
mechanisms for the treatment of leachate (Sharma et al., 
2008). The water quality index (WQI) is also a useful 
technique in assessing water quality. Water quality 
parameters are converted to an overall index with the use 
of mathematical tools (Logeshkumaran et al., 2015). One 
of the most commonly used WQI’s was developed by 
the Canadian Council of Ministers of the Environment 
(CCME). It is known for its ease of use in summarizing a 
wide array of data (Giriyappanavar & Patil, 2013). 

 It is essential to assess the contamination potential of 
landfi ll leachate to mitigate the risks associated with it. 
The main objective of the current study is to characterize 
leachate from the Karadiyana open dumpsite for the 
purpose of determining its potential to pollute water 
sources in its vicinity. In addition, the extent of ground 
water pollution of nearby dug wells generally used for 
drinking, washing, and sanitary purposes has also been 
assessed to evaluate their suitability for domestic use.  

MATERIALS AND METHODS

Study area

The Karadiyana Waste Management Facility 
(6°48’58.32”N, 79°54’9.90”E), located in Kesbewa, 
Western Province of Sri Lanka, has a total area of about 
0.10 km2 with two waste dumping sites; site A that 
covers approximately 0.048 km2 and site B that covers 
approximately 0.052 km2 (Figure 1). The two waste 
dumping sites are separated by a canal. Site A was the 
active site receiving waste from local authorities and 
other public institutions during the study period (2016-
2018). Karadiyana is the fi nal waste disposal site for 
daily collected mixed and separated waste at a loading 
rate of approximately 575 T/day. It has been in operation 
for nearly 20 years as an unregulated open dumpsite 
receiving mixed waste. Because of its location close 
to a highly residential area, and to an ecologically 
sensitive Weras Ganga - Bolgoda Lake wetland system, 
arrangements are now in progress to convert the open 
dumpsite site into a semi-controlled landfi ll site. 
                      

Leachate and groundwater sample collection and 
analysis

 Leachate samples were collected from two large 
leachate pools at locations 1 and 2 from site A as shown 
in Figure 1, during the period October 2016 to June 2018, 
in six sampling trips. Site A was the active site during 
the study period while leachate generation from site B 
was negligible. Lack of access roads to Site B due to 
its specifi c location in marshy land was also a reason to 
collect leachate only from site A. Groundwater samples 
were collected from 10 dug wells (~10 m deep) located 
in a radius of 0.5 to 1 km from the dumpsite and their 
approximate locations are shown in Figure 1. The exact 
geographical locations of dug wells are not stated in the 
manuscript due to an agreement with the well owners. 
All water and leachate samples were collected into acid 
washed pre-cleaned polypropylene bottles with zero 
head space to avoid aeration of the samples. Some water 
quality parameters were analyzed in the laboratory after 
transporting them in an ice box at 0 to 5 °C , and other 
parameters were analyzed in the fi eld as described in the 
following section. All the water and leachate samples 
were collected, preserved, and tested according to 
standard methods (Eaton et al., 2005).

 The leachate and water samples were fi ltered 
(~0.45µm fi lter pore size) before analysis. Tests were 
triplicated to maintain accuracy and precision. Water 

Figure 1: (a) Karadiyana solid waste dumpsite with leachate 

collection points 1, and 2,  and groundwater collection 

points (dug wells) from A to J. (b) Birds eye view of the 

Karadiyana Dumpsite.
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quality parameters namely biochemical oxygen demand 
(BOD), chemical oxygen demand (COD), ammonia, 
nitrate, nitrite, and the metals Cu, Fe, Zn, and Mn were 
determined. The determination of BOD5 was done by 
the Winkler method, and the COD was done by the 
Cr

2
O

7
2- oxidation method. Nitrate, nitrite, and ammonia 

analysis were done in the fi eld using a YSI photometer 
and Palintest reagents. Leachate and surface water 
samples were digested with a sulphuric - nitric acid 
mixture prior to measuring total phosphates using YSI 
Model 9500 photometer and Palintest reagents. The total 
metal concentrations of copper (Cu), manganese (Mn), 
zinc (Zn), and iron (Fe) were determined because of 
their availability in landfi ll leachates. The leachate, and 
water samples were digested using high purity nitric 
acid before metals analysis using a Thermo Scientifi c 
iCE 3000 series atomic absorption spectrophotometer 
in fl ame and graphite furnace modes. Groundwater 
samples from dug wells were analyzed for anions using 
a Metrohm 930 IC fl ex ion chromatograph. YSI EXO2 
water quality SONDE was used to estimate the pH and 
EC onsite. 

Leachate characterization using fl uorescence data

Leachate samples were brought to the laboratory and 
tested within 24 h. Samples were fi rst fi ltered using 
Whatman microfi ber fi lter papers previously heated to 
450 °C  to remove any organic matter. Fluorescence 
excitation-emission matrixes (EEMs) were  produced 
using a Thermo scientifi c luminescence spectrophotometer 
as described previously (Baker & Lamont‐Black, 2001). 
A scan was carried out with excitation wavelengths from 
200 to 370 nm and the emission were recorded from 250 
to 500 nm and the samples were diluted when necessary. 
Absorption correction was not applied to the fl uorescence 
spectra. The excitation and emission data were used to 
prepare excitation-emission matrixes (EMMs) which 
are then used to identify the major functional groups 
of fl uorescent compounds in the leachate based on the 
position of the excitation and emission band peaks.

Leachate characterization using gas chromatography-
mass spectrometry (GC-MS) 

The volatile and semi-volatile organic fractions of 
landfi ll leachate was determined by GC - MS analysis 
(Agilent 7890A GC coupled to 5975C MS with Triple-
Axis Detector) with HP5-MS capillary column (30 m, 
0.25 mm, 0.25 µm). First, 200 mL of leachate samples 
were fi ltered through a 0.45 µm membrane, and then 
extracted with 30 mL CH

2
Cl

2
 (HPLC grade) at pH 

values in the order of 7.0, 2.0 and 12.0. During the 
extraction process, the extract mixture was demulsifi ed 
by centrifuging at 4000 rpm for 10 min. All the extract 
was mixed together, dehydrated with anhydrous Na2SO4, 
and then condensed to 1 mL with a rotary evaporator. 
The oven temperature of the GC was initially set at 65 
°C and maintained for 2 min, then programmed to 220 
°C at a rate of 9 °C min-1 and maintained for 20 min. 
The injector was operated in a spitless mode, and the 
temperature was 300 °C. The MS was run at a voltage 
of 1050 V, electron ionization with electron energy of 
70 eV, and an ion source temperature of 200 °C (Lei & 
Aoyama, 2010).

Calculation of leachate pollution index (LPI)  and  
water quality index (WQI), metal pollution index 
(MPI)

The LPI of the Karadiyana dumpsite leachate was 
calculated with the sum of cumulative pollution ratings 
of all variables according to the following equation 
(Kumar & Alappat, 2005). 

 ...(1)

In equation (1), w
i
 is the weight factor for the ith pollutant 

variable, p
i
 is the sub-index score of the ith pollutant 

variable, and n is the number of known concentrations 
of leachate contaminant variables. Averaged sub-index 
curves are used to calculate the sub-index values as stated 
previously (Kumar & Alappat, 2005). The importance 
level of each parameter is considered when calculating 
the weights of individual parameters. 

 The WQI developed by CCME was used for analyzing 
ten dug well water samples using equation 2 where three 
elements known as F1 (scope), F2 (frequency) and 
F3 (amplitude) are calculated (CCME, 2001). Water 
quality parameters were given weights according to their 
importance, and the suitability of water for purposes 
like drinking, recreation, irrigation, and livestock was 
assessed accordingly.

  ...(2)

In the equation F1 represents the number of variables that 
do not meet the water quality standards as a percentage. 
F2 represents the number of individual tests that do not 
meet the water quality standards as a percentage. F3 
states the amount by which failed test values do not meet 
their guideline values.



Characterization of landfi ll leachate at the Karadiyana open dumpsite 115

Journal of the National Science Foundation of Sri Lanka 50(1) March 2022

The metal pollution index (MPI) was used to measure 
the overall metal content at the various sampling sites by 
using equation 3 (Usero et al., 2005).

 ...(3)

Where wi is the weightage of each parameter which is 
taken by inversely proportionate value of its standard 
value. Qi is the sub index of ith parameter.
It can be calculated by the equation below.   
    

 ...(4)

Here Mi is the mean concentration value of a parameter, 
Si is the standard permissible value and Ii is the highest 
desirable value of each parameter.

RESULTS AND DISCUSSION

Characterization of Karadiyana landfi ll leachate

The physicochemical characteristics of Karadiyana 
leachate were determined on two large leachate pools that 
were present during the entire study period as some of 
the other leachate pools were dried out in the dry season. 
In addition, some leachate pools were unreachable due 
to their location within the dumpsite and lack of access 
roads. The two sampled leachate pools had formed by 
merging several small leachate-fl ows in a depression of 
about 2 m in diameter with a depth of about 1 m. These 
pools were very close to the Meda-Ela canal, and it 
was observed that the pools overfl ow directly into the 
canal. The average values of leachate characteristics, 

Date pH EC  µS/
cm

NO
3
-  

mg/L
NH

3 
 

mg/L

Total
PO

4
3-  

mg/L

Cu  
mg/L

Fe  
mg/L

Zn  
mg/L

Mn  
mg/L

COD  
mg/L

BOD
5 
 

mg/L
BOD/
COD

Location 01

10/2016 6.76 7,417.0 167.8 505.0 42.0 0.69 10.80 0.23 0.40 1,933 931 0.48

01/2017 6.80 6,598.0 153.2 451.9 31.0 0.44 9.66 0.35 0.38 1,800 723 0.40

06/2017 6.91 4,800.0 147.4 412.0 28.0 0.69 10.80 0.48 0.40 2,705 1,048 0.39

10/2017 6.70 4,300.0 145.9 527.2 31.0 0.40 8.70 1.20 0.41 1,908 938 0.49

02/2018 6.91 3,600.0 104.6 416.4 38.0 0.41 11.20 1.65 0.61 2,682 1,107 0.41

06/2018 6.78 1,100.0 21.9 376.6 33.0 0.70 10.50 0.30 0.58 2,300 968 0.42

Min. 6.70 1,100.0 21.9 376.6 28.0 0.40 8.70 0.23 0.38 1,800 723 0.39

Max 6.91 7,417.0 167.8 527.2 42.0 0.70 11.20 1.65 0.61 2,705 1,107 0.49

Avg. 6.81 4,636.0 123.5 448.2 33.8 0.55 10.28 0.70 0.46 2,221 953 0.43

Stdev. 0.08 2,249.4 54.0 58.2 5.12 0.15 0.93 0.58 0.10 403 132 0.04

Location 02

10/2016 7.83 6,800.0 145.9 580.3 84.00 0.13 11.20 1.24 0.60 1,406 820 0.58

01/2017 7.50 5,600.0 155.6 509.5 72.00 0.01 7.50 2.10 0.47 1,380 648 0.47

06/2017 6.89 4,700.0 167.8 513.9 60.00 0.13 11.20 1.24 0.32 2,800 1,220 0.44

10/2017 6.70 3,800.0 145.9 434.1 45.00 0.07 10.20 2.20 0.38 2,400 1,280 0.53

02/2018 6.89 3,210.0 68.1 500.6 18.00 0.04 9.30 1.70 0.42 2,933 1,365 0.47

06/2018 6.80 2,900.0 20.7 487.3 10.00 0.11 10.80 1.30 0.45 2,703 1,630 0.60

Min. 6.70 2,900.0 20.7 434.1 10.00 0.01 7.50 1.24 0.32 1,380 648 0.44

Max. 7.83 6,800.0 167.8 580.3 84.00 0.13 11.20 2.20 0.60 2,933 1,630 0.60

Avg. 7.10 4,501.7 117.3 504.3 48.17 0.08 10.03 1.63 0.44 2,270 1,160 0.52

Stdev. 0.45 1,500.3 59.0 47.2 29.56 0.05 1.43 0.44 0.09 702 363 0.07

CEA 6.5-
8.5

N/A 50 N/A 5 3 3 2 N/A 250 30 N/A

N/A Not available
Biochemical oxygen demand (BOD), chemical oxygen demand (COD)

Table 1: The average values of the physicochemical characteristics of the Karadiyana open dump leachate with standards of 

tolerance limits for the discharge of effl  uent to inland surface waters by the Central Environmental Authority (CEA) 

of Sri Lanka (CEA, 2008)
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determined using leachates collected during fi eld trips 
between October 2016 and June 2018, are shown in 
Table 1. 

 According to the results, it is evident that the  raw 
leachate does not meet the tolerance limits especially 
for ammonia, phosphate, BOD and COD levels for the 
discharge of effl  uent to inland surface waters specifi ed 
by the Central Environmental Authority of Sri Lanka. 
The raw leachate from Karadiyana dump site must not 
directly fl ow into any surface or groundwater without 
treatment, as the contamination of Meda-Ela canal 
would lead to detrimental eff ects on the environment as 
a whole. The experimental data collected in this study 
shows that the pH of Karadiyana leachate ranged from 
6.7 to 7.8, which is suitable for methanogenic bacteria. 
Literature states that generally, leachate shows pH values 
between 4.5 to 9.0 and the pH of leachate increases 
with the decrease of concentration of partially ionized 
free volatile fatty acids (Tatsi & Zouboulis, 2002). The 
pH of leachate greater than 7.5 marks the landfi ll as old 
while pH lower than 6.5 states that it has newer leachate 
(Robinson, 2007). The pH values of the landfi ll leachate 
increase with the aging of the landfi ll due to the biological 
decomposition of organic nitrogen into ammonium-N 
(Chen, 1996). Leachate samples with a slightly high pH 
ranging between 7.0 to 8.0 indicate the short acidic phase 
and early methanogenic phase (Tränkler et al., 2005). On 

the other hand, landfi ll leachate in Malaysia has shown 
an average value of pH around 6.7, which indicates that 
the leachate is recent, and the waste degradation is at the 
fi nal stage of its acidic phase (Bahaa-Eldin et al., 2008).

 Nitrate, ammonia, and total phosphate in leachate 
varied in the range of 20.7 to 167.8, 376.0 to 580.0 
and 10.0 to 84.0 mg/L respectively during the study 
period. Both new and old leachate is characterized by 
ammonia nitrogen, and hydrolysis and fermentation of 
the nitrogenous fraction of biodegradable waste cause 
older leachate to have a signifi cant amount of ammonia 
nitrogen (Kulikowska & Klimiuk, 2008). Studies carried 
out in a Nigerian open dumpsite has recorded an average 
nitrate concentration of 55.82 ± 12.31 mg/L (Ibezute & 
Erhunmwunse, 2018). In comparison to several studies 
carried out worldwide, Karadiyana leachate shows values 
into the upper ranges exceeding 100 mg/L. Ammonia 
levels present in open dumpsite leachate recorded in 
other studies have ranged from 500 to 1500 mg/L (Tatsi 
& Zouboulis, 2002). In this study the average ammonia 
concentration was recorded as 448.2 mg/L. A major 
open dumpsite in Sri Lanka, Gohagoda has recorded 
values ranging between 6.0 to 4095.0 mg/L for ammonia 
nitrogen (Wijesekara et al., 2014). Old leachate was 
determined to have nitrate values below 100 mg/L and 
ammonia is considered as a principal pollutant in old 
leachate because of the deamination of amino acids 

Location 1

Rainfall (mm) NO
3
 -  (mg/L) NH

3
 mg/L PO

4
3-(mg/L) COD (mg/L) BOD (mg/L)

Rainfall (mm) 1.00

NO
3 

-  (mg/L) 0.32 1.00

NH
3
 mg/L 0.80 0.73 1.00

PO
4
3-(mg/L) 0.06 0.06 0.24 1.00

COD (mg/L) -0.52 -0.34 -0.69 -0.12 1.00

BOD (mg/L) -0.08 -0.29 -0.33 0.17 0.85 1.00

Location 2

Rainfall (mm) 1.00

NO
3
-  (mg/L) 0.33 1.00

NH
3
 (mg/L) -0.26 0.19 1.00

PO
4
3-(mg/L) 0.26 0.87 0.57 1.00

COD (mg/L) -0.19 -0.50 -0.51 -0.80 1.00

BOD (mg/L) -0.01 -0.73 -0.53 -0.90 0.89 1.00

Table 2: Pearson correlation matrix of parameters of leachate with rainfall variation
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during destruction of original organic compounds. 
The phosphate levels present in leachate samples are 
comparable to those in studies carried out under the same 
environmental conditions and similar age of generation 
(Robinson, 2007; Wijesekara et al., 2014).

 According to the literature, a low BOD/COD (<0.5) 
ratio results due to the presence of higher amounts of 
humic and fulvic like compounds and low concentrations 
of volatile fatty acids (Kjeldsen et al., 2002). A BOD/
COD ratio greater than 0.5 suggests that the leachate 
originates from fresh (new) organic waste in a landfi ll. 
If the ratio decreases, approaching 0.1, studies have 
found out that it originates from an old and stable 
landfi ll (Kjeldsen et al., 2002). The present study reveals 
that the leachate has BOD/COD values in the range of 
0.39 to 0.60. It indicates that Karadiyana leachate is in 
its intermediate phase. As the site receives fresh MSW 
daily, generation of new leachate is possible. Showing 
values lower than 0.5, indicates that the Karadiyana 
landfi ll leachate has a relatively higher amount of humic 
and fulvic like compounds. The decay of organic matter 
into amino acids can aff ect the values of BOD, COD, and 
the ratio of BOD/COD. Values recorded for BOD/COD 
ratio for Sri Lankan dumpsites in Gohagoda, Matale 
and Kataragama are 0.08, 0.02 and 0.04 respectively, 
highlighting the presence of mature landfi ll leachate 
(Sewwandi et al., 2013; Wijesekara et al., 2014). 

 The temporal distribution of leachate varies along 
with rainfall as it facilitates mobility or dilution of 

pollutants (Tränkler et al., 2005). Correlation analysis 
for the parameters of leachate along with the rainfall 
variation is shown in Table 2. Rainfall shows strong 
positive correlation (0.8) with NH

3 
in location 1. 

Nitrate and rainfall show positive correlation in both 
locations (location 1- 0.32, location 2- 0.33).  It was 
also observed that the correlation coeffi  cients between 
certain parameters are signifi cantly diff erent in the two 
locations. These include correlations between nitrate 
and phosphate, phosphate and BOD, and ammonia 
and rainfall. The exact reason for these diff erences is 
diffi  cult to comprehend and it could be due many factors. 
It appears that the two leachate pools have slightly 
diff erent chemical compositions. Leachate in Location 1 
has more nitrate, and Cu than Location 2. On the other 
hand, Location 2 has more Zn, biodegradable carbon (ex-
BOD) and phosphate than Location 1. The BOD/COD 
ratios of the locations are also diff erent from each other. 
It is possible that these diff erences play an important 
role in the overall chemical and biological degradation 
processes taking place in leachate. As a result, correlation 
coeffi  cients between certain parameters could be 
signifi cantly diff erent in the two locations. 

Leachate pollution index

The sub-index values were calculated from averaged 
sub-index curves reported previously (Kumar & Alappat, 
2005). An LPI value higher than 7.5 specifi es that leachate 
can cause harm for both the environment and human 
health (Esakku et al., 2007). The leachate pollution index 

Parameter Pollutant 
concentration

Sub-index 
value pi

W
i
 =

weight/total 
weight

Cumulative 
pollution rating 

(w
i
p

i
)

pH 7.10 5 0.03 0.17

Ammonia  (mg/L) 504.3 45 0.30 13.50

Nitrate (ppm) 117.3 5 0.03 0.17

Cu (mg/L) 0.08 5 0.03 0.14

Fe    (mg/L) 10.03 5 0.03 0.14

Zn   (mg/L) 1.63 5 0.03 0.14

Mn (mg/L) 0.44 5 0.03 0.14

COD (mg/L) 2,270.33 45 0.30 13.50

BOD (mg/L) 1,160.50 30 0.20 6.00

Total 150 1 34.00

Table 3: Leachate pollution index (LPI) calculation for Karadiyana leachate
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of the Karadiyana open dumpsite was calculated as 34.00 
(Table 3). Elevated levels of ammonia and COD make 
a major contribution to the cumulative pollution rating, 
indicating the eff ect of inorganic and organic pollution in 
the Karadiyana dumpsite. Open dumps located in similar 
environmental conditions (wet zone) in Sri Lanka have 
recorded LPI value of 31.31 for Bandaragama and 42.50 
for Kolonnawa (Sewwandi et al., 2013).

Characterization of dissolved organic matter (DOM) in 
leachate using fl uorescence and GC-MS techniques

DOM in Karadiyana leachate was identifi ed using 
fl uorescence spectroscopic methods. Four major groups 
were identifi ed, namely, tryptophan and tyrosine like 
protein fractions, and fulvic and humic fractions shown 
in Figure 2. Similar characterization has been carried out 
in previous research (Koliyabandara et al., 2019). The 
presence of volatile fatty acids is identical in new leachate 
and in intermediate-age leachate. These are aliphatic 
mono-carboxylic acids with 2 to 6 or even 7 carbon 
atoms. These acids are generated due to the presence of 
massive loads of biodegradable waste (Stegmann et al., 
2005). Anaerobic fermentation is the process by which 
such acids are generated. 

 The GC-MS studies of Karadiyana leachate provide 
evidence for the presence of dodecyl acrylate, known to 
be an environmental hazard, phenol, 4-hydroxypyridine-

1-oxide, phthalic acid, nonadecane, eicosane, and 
hexadecane. Previous studies have shown the presence of 
benzene, methylbenzoic acids, aliphatic carboxylic acids, 
hydrocarbons, aliphatic compounds, phenylpropionic 
acid, methylphenols, aromatic carboxylic acids and 
ethylphenols in landfi ll leachate (He et al., 2006; Saadi 
et al., 2006). The concentrated leachates have shown the 
presence of ethylbenzene, chlorobenzene, and the esters 
of phthalic acid including dibutyl phthalate, dimethyl 
phthalate, and di-n-octyl phthalate. In all leachates, 
aliphatic carboxylic acids, and aromatic carboxylic acids 
such as benzoic acid, methylbenzoic acid, phenylacetic 
acid, and phenylpropionic acid have been detected. 
These acids are predominant components of the leachates 
(Zhang et al., 2013). Researchers have identifi ed toluene 
and ethyl methylbenzene in addition to esters of fatty 
acids, and aliphatic and aromatic alcohols (Trzcinski & 
Stuckey, 2010). The presence of toluene, trichlorethylene, 
benzene, toluene, and xylenes in leachate have also been 
identifi ed in previous studies (DeWalle & Chian, 1981).
 
Assessment of the eff ects of leachate on groundwater 
quality

The average values of water quality parameters of dug 
wells located around the site are presented in Table 4 and 
Table 5. Most of the residents around the site still use 
dug-well water for washing and drinking purposes due 
to ease of access. Most of the water quality parameters 

Figure 2: Fluorescence excitation-emission matrix for Karadiyana leachate DOMs.
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Table 4: Water quality of dug wells around the dump site (n = 50,  data is shown as average ± stdev)
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A √
7.51              

± 0.08

434.6        

± 5.4

258.4       

± 5.9

3.66         

± 0.08

 24.7 

1.3

118.29 

± 5.93

0.43     

± 0.04

0.05         

± 0.01

38.25        

± 0.85

0.10     

± 0.01

B √
6.42       

± 0.24

254.8       

± 2.3

152.8       

± 1.9

4.85     

± 0.15

12.2

± 0.8

34.78   

± 1.46

0.74     

± 0.07

0.03          

± 0.01

25.35    

± 0.79

0.05     

± 0.00

C √
6.65       

± 0.11

135.8       

± 2.1

85.0         

± 2.6

5.03     

± 0.19

9.8    

 ± 1.1

31.66   

± 1.16

0.87     

± 0.03

0.07          

± 0.01

27.37    

± 0.53

0.13     

± 0.04

D √
7.51         

± 0.17

529.2        

± 6.2

316.2       

± 1.9

5.15      

± 0.15

8.5 

± 0.4

63.42   

± 0.97

0.64     

± 0.04

0.01          

± 0.002

28.14   

± 0.26

0.31     

± 0.03

E X
8.70         

± 0.04

648.7       

± 2.4

402.0       

± 5.4

4.35       

± 0.17

12.6    

± 0.4

 406.62 

± 1.71

2.04     

± 0.04

0.01          

± 0.001

27.66   

± 0.15

0.34     

± 0.02

F √
6.74         

± 0.02

117.5       

± 1.0

71.8         

± 1.3

4.77       

± 0.13

63.8 

±2.5

 20.37  

± 1.39

0.14     

± 0.01

0.08          

± 0.002

29.28    

± 0.24

0.15     

± 0.04

G X
6.88         

± 0.04

197.1        

± 1.0

118.0       

± 0.9

5.40     

± 0.05

83.6

±0.4

46.10   

± 0.66

0.27     

± 0.04

0.36          

± 0.33

10.78    

± 0.08

0.18     

± 0.01

H √
6.40     

± 0.05

261.6       

± 1.6

161.0    

± 4.5

4.68     

± 0.09

31.4

 ±1.3

73.64   

± 0.73

0.70     

± 0.04

0.05     

± 0.01

44.05    

± 1.00

0.12     

± 0.01

I √
6.37     

± 0.11

175.7   

± 0.7

105.1   

± 0.9

4.80     

± 0.04

22.8

±0.6

54.58   

± 1.45

0.35     

± 0.02

0.05     

± 0.01

83.04    

± 0.53

0.21     

± 0.01

J √
6.43     

± 0.04

260.6    

± 1.7

160.0   

± 4.2

4.67      

± 0.05

9.3

±0.2

323.06 

± 1.07

0.89     

± 0.04

0.04     

± 0.01

34.23    

± 0.80

0.07     

± 0.01

WHO

2011

6.5 - 

8.5
N/A 500 N/A N/A 50.0 N/A 1.5 250 1

of dug well water showed values below WHO drinking 
water standards (WHO, 2011) other than for nitrate 
and ammonia. Serious health issues can occur if nitrate 
levels in drinking water exceed 50 mg L-1. All the 
dug-well water samples showed nitrate values above 
this limit, which indicates the possibility of mixing of 
leachate from the Karadiyana dump site. Unusually high 
nitrate levels have been observed in dug well E which 
is situated closer to the dump site. Contamination from 
leachate plumes and/or mixing with septic waste might 
have caused such higher concentrations. Dissolved 
nitrogen, which is present in the form of nitrates, is 
known to be one of the most common contaminants 
present in groundwater (Chaudhary et al., 2010). Nitrate 
becomes hazardous when it is reduced to nitrite in the 
intestine. Hemoglobin is converted to methemoglobin 

by nitrite which blocks oxygen transfer. The resulting 
condition is known as methemoglobinemia, which is 
even called blue baby syndrome (Kross, 2002). Elevated 
ammonia levels could be toxic in the environment and 
ammonifi cation causes the production of ammonia and 
ammonium compounds by the degradation of nitrogen. 
It is known as an endogenously produced toxin (Wang 
et al., 2007). Ammonia can cause a diverse range of 
diseases, including metabolic disorders, neurological 
malfunctions, coma, and even death (Ye et al., 1997). 
Dug wells A, B, C, D, E, I and F, G, H, J can be 
considered as two separate groups according to their 
specifi c location. Considering ammonia and nitrate 
values of these samples the p value suggests that at 
0.05 level there is a signifi cant diff erence between these 
sample groups (NO

3
-  - 5.51×10-6, NH

3
 - 9.36 ×10-5).
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The concentrations of selected heavy metals in dug 
wells are shown in Table 4. The presence of the metals, 
Fe, Zn, Cd, Cr, and Pb in the water samples exceeded 
the permissible levels set by WHO for drinking water 
(WHO, 2011). Elevated Cr levels in dug wells D and G 
might have been caused by vehicle tinkering and painting 
workshops observed in the vicinity of these wells. 
Only Mn and Cu showed values below the permissible 
maximum. Studies carried out for the evaluation of 
groundwater in Kelantan, Malaysia closer to an open 
dumping area has recorded values in the range of 0.80 
to 47.40 mg/L for Fe, 0.20 to 3.0 mg/L for Cu, 1.10 to 
109.70 mg/L for Zn, 0.10 to 1.20 mg/L for Cr and 0.20 to 
40.00 mg/L for Mn (Ab Razak et al., 2015) . 

Metal pollution index
 
The metal pollution index (MPI) is a method for ranking 
the quality of water. The index is the single resultant eff ect 
of every heavy metal on water quality and is designed 
to determine the water quality’s eff ect on human health. 
If the index is greater than 100, the water is deemed 
hazardous to human health (Zhang et al., 2009). At a 

value of 100, the threshold of human health relative to 
water pollution has been reached. If the index is below 
100, there is no signifi cant heavy metal pollution, and 
there is much less of a cause of concern for consumers of 
the water. Well water in location E has an MPI of 120.34 
and could be categorized as polluted water according to 
the MPI. It should be noted that, even though the MPI 
values in other locations were less than 100, the water 
could not be categorized as less polluted water due to the 
presence of toxic heavy metals Cr, Cd and Pb at elevated 
concentrations.

Water quality index

The water quality index according to CCME parameters, 
which are considered to be relevant to potability and 
health, should be prioritized when assessing drinking 
water quality. Potability related parameters are given as 
pH, EC, and chloride while health-related parameters 
are indicated as fl uoride, nitrate, Fe, Mn, Zn, Cd, Cr, 
Cu, and Ni. Table 6 lists the CCME water quality index 
classifi cation for dug wells around the site.  

One out of ten dug wells can be classifi ed as having good 
water under the category of drinking water, while fi ve 
out of ten dug wells fall into the marginal water category. 
Regardless of the information obtained from water 
quality and metal pollution indexes, special care needs 
to be taken before using well water for domestic use 
because of the presence of toxic chemical compounds in 
the water.

Tracing landfi ll leachate

The use of tracers for the identifi cation of pollution 
routes have been tested in studies carried out worldwide 
specially for the detection of groundwater contamination 
and surface water monitoring activities (Baker & 
Lamont‐Black, 2001). Especially, in tracing leachate 
pollution occurring from open dumpsites, constituents 

Table 5: Average metal concentrations of dug well water (n =100)

Location Cu  (mg/L) Zn (mg/L) Mn (mg/L) Cd (mg/L) Cr (mg/L) Pb (mg/L)

A 0.051 ± 0.003 0.356 ± 0.004 0.079 ± 0.003 0.078 ± 0.005 0.662 ± 0.011 0.266 ± 0.005

B 0.030 ± 0.002 0.201 ± 0.013 0.049 ± 0.002 0.049 ± 0.003 0.419 ± 0.003 0.146 ± 0.003

C 0.109 ± 0.011 0.118 ± 0.003 0.030 ± 0.002 0.059 ± 0.003 0.051 ± 0.002 1.772 ± 0.055

D 0.064 ± 0.073 0.183 ± 0.019 0.037 ± 0.009 0.036 ± 0.013 31.70 ± 8.512 0.132 ± 0.011

E 0.329 ± 0.054 0.639 ± 0.087 0.350 ± 0.088 0.207 ± 0.014 0.104 ± 0.012 2.117 ± 0.050

F 0.114 ± 0.056 0.714 ± 0.666 0.027 ± 0.005 0.018 ± 0.006 0.017 ± 0.005 1.073 ± 0.095

G 0.239 ± 0.002 0.170 ± 0.001 0.030 ± 0.001 0.012 ± 0.001 42.30 ± 0.092 6.750 ± 0.115

H 0.218 ± 0.099 0.797 ± 0.451 0.218 ± 0.083 0.136 ± 0.043 0.043 ± 0.012 2.488 ± 0.156

I 0.094 ± 0.018 0.245 ± 0.055 0.090 ± 0.001 0.056 ± 0.005 0.030 ± 0.000 1.655 ± 0.020

J 0.123 ±0.019 0.185 ± 0.029 0.095 ± 0.014 0.072 ± 0.004 0.037 ± 0.005 2.082 ± 0.162

WHO 2011 2.00 0.05 0.40 0.003 0.05 0.010
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such as ammonia, bromide, and fl uoride have been 
used in achieving the target, and ammonia may also 
be deemed a benefi cial tracer of landfi ll leachate in 
surface waters, with average concentrations of leachate 

mentioned (50 – 2,200 mg/L) (Christensen et al., 2001). 
Fluorescence tracing of leachate hase shown reliable 
results and it is a time saving and cost eff ective method 
(Baker & Lamont‐Black, 2001). Looking at the 

Location Usage - 

drinking

Overall Drinking Aquatic Recreation Irrigation Livestock

A
√

63

Marginal

50

Marginal

100

Excellent

100 

Excellent

100 

Excellent

57
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B
√

76
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67
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79

Fair

100
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100

Excellent

71
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C
√
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78
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100 
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100 

Excellent

100 

Excellent

72
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100 
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100 

Excellent

100 

Excellent

65
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100 

Excellent
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Excellent

44

Poor
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√
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Good

100 

Excellent

100 

Excellent

100 

Excellent

100 

Excellent

G
x
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Good

73

Fair

100 

Excellent

100 

Excellent

100 

Excellent

69

Fair

H
√

68

Fair

55

Marginal

73

Fair

100 

Excellent

100 

Excellent

63

Marginal

I
√

72

Fair

60

Marginal

75

Fair

100 

Excellent

100 

Excellent

67

Fair

J
√

70

Fair

57

Marginal

75

Fair

100 

Excellent

100 

Excellent

63

Marginal

Table 6: WQI and classifi cation of water quality of dug wells around the Karadiyana site

Figure 3:  Fluorescence excitation-emission matrix for Karadiyana leachate 

DOMs from Location E.
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fl uorescence peaks present in dug well water samples; 
λ

em 
320-340 nm and λ

ex 
270-280 nm, it shows a large 

amount of unsaturated (aromatic) carbon bonding per 
organic carbon as well as much more complex organic 
structures, and these are assigned to the omnipresent 
tyrosine and tryptophan substances. Fluorescence studies 
help to identify and assume the possible contamination 
by leachate. Dug well E, which was recorded as 
having poor water quality, was characterized by the 
presence of humic fractions (240/440 nm), fulvic nature 
(310 – 340/420 – 440 nm), and tryptophan and tyrosine 
amino acids (240 – 300/350), as shown in Figure 3. 

CONCLUSIONS

In this study, characterization of leachate generated by 
the Karadiyana open dumpsite and the contamination 
of water sources in the vicinity of the dumpsite were 
assessed. A leachate pollution index of 34.00 in the 
Karadiyana dumpsite suggests that the leachate is highly 
polluted, and appropriate treatment and a pollution 
mitigation process is essential before discharging into 
the neighboring water sources and environment. The 
fl uorescence spectra of leachate showed the occurrence 
of tryptophan, tyrosine like substances, and humic 
substances. These compounds are present in intermediate 
(5 to 10 years) and old/stabilized (more than 10 years) 
leachate. A BOD/COD ratio of leachate in present study 
varies between 0.39 and 0.49 which categorizes leachate 
as intermediate in age, where biodegradability is medium 
according to the classifi cation, further proven by an 
average pH of 6.81 ± 0.08 and an average COD of 2221 
± 45. The MPI of dug wells showed that one out ten was 
categorized into the polluted category. The surface and 
dug well samples around the dumpsite were generally 
neutral, showing pH values in the range of 6.5 to 8.5. 
Some of the dug wells, which are used by residents for 
drinking purposes, have nitrate levels above the WHO 
recommended levels, which could lead to detrimental 
health eff ects. Location-specifi c water quality parameter 
variation is present, and the use of mitigation methods 
can be carried out on the fl ow direction of leachate. 
Based on the CCME-WQI classifi cation, dug well water 
is not the best option to be used for drinking purposes 
because only one out of ten dug wells was classifi ed as 
producing good water. 
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Abstract: Anaerobic digestion is applied to recover energy 
from rice straw (RS) which is a lignocellulosic agricultural 
residue produced in huge quantities in Asia and Africa. 
Because of the high solids content of this feedstock, high 
solids anaerobic co-digestion in batch mode must be further 
investigated. In this study, optimal operating conditions for 
the anaerobic co-digestion of RS with cow dung (CD) in 
batch mode, with and without leachate recirculation, were 
assessed under mesophilic temperature conditions. Preliminary 
experiments carried out in 2 L batch reactors confi rmed that the 
concentration of RS in the mixture of substrates S

0
, in g VS

RS
/kg 

of mixture is an important parameter. Only batch reactors with 
the lowest S

0
 values (29 g VS

RS
/kg) produced biogas and rest 

of the reactors followed a long lag phase. The use of digestate 
from a previous batch as an inoculum was investigated with 
S

0
 values of 29 and 55 g VS

RS
/kg. Use of the digestate with S

0
 of 

29 g VS
RS

/kg improved both initial degradation kinetics and 
the methane yield measured after 60 days.  However, at S0 of 
55 g VS

RS
/kg, the degradation kinetics were aff ected and after 

two months, 32 % of the biodegradable organic matter could 
not be eliminated. When leachate recirculation was performed 
in 6L leach-bed reactors (LBRs) with S

0
 between 30 and 

65 g VS
RS

/kg, the highest methane yield was recorded at the 
lowest S0 value. It can be concluded that under batch mode, an 
RS concentration around 30 g VS

RS
/kg may be recommended 

for industrial applications. 

Key words: High solids anaerobic co-digestion, leachate 
recirculation, lignocellulosic biomass, mesophilic. 

INTRODUCTION 

Rice straw (RS) is a lignocellulosic agricultural residue 
that is widely produced, particularly in Asia and Africa. 
RS is a dry material with a very high total solids (TS) and 
volatile solids (VS) content (He et al., 2008;Contreras 
et al., 2012) with cellulose, hemicellulose and lignin 
as its main components (Liotta et al., 2015; Hills & 
Roberts, 1981). Cellulose and hemicellulose are its 
principal biodegradable components but the complex 
lignocellulosic structure and relatively high lignin 
content (i.e., 10-15 % dry weight) increase its resistance 
to anaerobic biodegradation (Mussoline et al., 2011; 
Brown et al., 2012). Methane generation potentials 
ranging from 92 to 280 L/kg of VS have been reported 
in the literature for RS (Mussoline et al., 2011; Achinas 
et al., 2016) with or without pretreatment under diff erent  
inocula.

 The high C:N ratio of rice straw indicates a potential 
risk of insuffi  cient nitrogen for bacterial growth in the 
case of mono-digestion of RS. Thus an external source 
of nitrogen is essential for the eff ective digestion of RS. 
Optimal digestion conditions, such as pH (6.5 - 8.0), 
temperature (35 - 40 °C), and nutrients [C:N ratio of 
(25-35):1] are critically important for stable anaerobic 

Environmental Engineering
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conversion (Mussoline et al., 2011). In addition to 
limited moisture and nitrogen content, lignocellulosic 
biomass such as RS also possesses low micronutrient 
content. Micronutrients such as Fe and Ni are critical 
for enzymatic activity and the micronutrient defi ciency 
can lead to failure of the anaerobic  digestion (AD) 
process. Thus, the anaerobic co-digestion (AcoD) of RS 
is essential to overcome the problems associated with its 
mono-digestion (Khalid et al., 2011; Hagos et al., 2016). 
Several researchers have listed the benefi ts ensuing from 
AcoD; these include enhanced process stability, increase 
of methane yield, dilution of inhibitory substances, 
nutrient balance, adjustment of the required solids 
content in digester feeding, the synergetic eff ects of 
microorganisms, and an increase in the organic loading 
rate (Shah et al., 2015; Ge et al., 2016; Neshat et al., 
2017; Guven et al., 2018). For example, the high-solids 
anaerobic co-digestion (HS-AcoD) of food waste (FW) 
and straw (maize, sorgo, and wheat) at mesophilic 
temperatures showed a 39.5 % increase in the methane 
yield of FW and a 149.7 % increase from straw compared 
to their mono-digestion (Yong et al., 2015). In a study 
conducted by Brown et al. (2013), the HS-AcoD of 
food waste and yard waste also gave a 20 % increase in 
volumetric methane production.

 Both    wet     anaerobic     digestion  (i.e., TS content < 10 -12  %) 
and high-solids anaerobic digestion   (HS-AD) with 
TS content ≥ 10 -12 % (Abbassi-Guendouz et al., 2012) can 
be used in the AcoD of rice straw. However, HS-AD has 
attracted increasing attention in recent years, especially 
for the digestion of lignocellulosic biomass such as 
wheat or rice straw.  This is due to  less consumption of 
water, no or only slow-moving parts for mixing, a lower 
energy requirement for heating and mixing, and easy 
handling of the end product (Li et al., 2011; Brown et al., 
2012). In addition, problems arising in wet AD such as 
the fl oating and stratifi cation of fats and fi bers do not 
occur in HS-AD (Chanakya et al., 1999).

 On the other hand, poor start-up performance, 
incomplete mixing, the accumulation of volatile fatty 
acids (VFAs), a relatively low methane yield, and potential 
instability are considered as signifi cant disadvantages 
of HS-AD of lignocellulosic biomass (Jha et al., 2011; 
Shi et al., 2013; Yang & Li, 2014; Liotta et al., 2015; ). 
Low methane yield from HS-AD can be caused by the 
recalcitrance of lignocellulosic biomass and by mass 
transfer limitations within the digester content, leading 
to  reduction in the rate of hydrolysis, which is the rate 
limiting step in HS-AD of lignocellulosic feedstock. 
Moisture content is a critical factor in facilitating mass 
transfer. In HS-AD, the high solids content implies high 
heterogeneity that leads to slow mass transfer between 
microbes and substrates, resulting in possible slow 

methane production and low methane yield ( Kalyuzhnyi 
et al., 2000; Bollon et al., 2013; Liotta et al., 2015).  A 
high TS content of 30–35 % may even hinder solid-liquid-
gas transfer, leading to accumulation of carbon dioxide 
(CO

2
) and hydrogen (H

2
) that inhibit methanogens 

(Bollon et al., 2011). 

 Both continuous and batch reactors can be operated 
under HS-AD conditions. Continuous processes 
dominate among HS-AD systems treating municipal 
solid waste (MSW) but they are not widely applied 
to the processing of lignocellulosic biomass, due to 
mixing techniques which are not suited to HS-AcoD 
of lignocellulosic biomass (Li et at., 2011; Degueurce 
et al., 2016). HS-AcoD of lignocellulosic biomass such 
as RS presents a number of advantages when running in 
batch mode: relative simplicity, minimum maintenance 
requirement, low energy consumption, minimum capital 
cost. However, operating conditions of such reactors, 
such as temperature, pH, buff ering capacity, inoculation, 
and control of VFAs concentration still need to be 
optimized in order to maximize the biogas production 
during a shorter retention time. 

 Experimental strategies such as re-use of digestate 
and leachate recirculation have been applied in various 
studies for diff erent types of waste, including food waste 
and spent animal bedding. Treated spent animal bedding 
in batch reactors with leachate recirculation, also known 
as leach-bed reactors (LBRs) showed that LBRs could 
achieve an average of 89 % ± 11 % of the bio-chemical 
methane potential (BMP) after 60 days of operation 
(Chugh et al., 1998; Michele et al., 2015; Shah et al., 
2015; Riggio et al., 2016, 2017). According to a study 
conducted by using food waste as the substrate, Gottardo 
et al. (2017) found that proper leachate recirculation 
could control the pH value of the reactor above 5, which 
is important at the initial phase of the anaerobic digestion 
process to control acidifi cation. Wilson et al. (2016) 
conducted anaerobic co-digestion of food waste and yard 
waste (leaves and grass clippings) in LBRs by combining 
leachate recirculation with re-use of digestate (~10 % 
by mass). They observed the enhancement of methane 
due to improvement of hydrolysis. When evaluating 
all these studies, authors considered basically the TS 
content within the reactor for the HS-AD process. But 
VS concentration of the highly acid producing substrate 
at the initial stages of the HS-AcoD process is a key 
parameter, as most of the reactors fail during fi rst few 
days of operation.

 In this study, anaerobic digestion of RS using cow 
dung (CD) as a co-substrate was investigated in batch 
mode, both with and without leachate recirculation. The 
aim was to defi ne the optimal conditions to be used for 
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HS-AcoD of RS and CD in batch mode for application 
on an industrial scale. In the fi rst part, initial conditions 
were studied in order to defi ne the optimal RS and CD 
ratio by mass for the initiation of HS-AcoD process 
and continual operation, more specifi cally the infl uence 
of initial RS concentration (S

0
). Then the digestate was 

reused in successive batches, and fi nally, experiments 
were conducted in batches, with leachate recirculation, 
in LBRs. 

MATERIALS AND METHODS

Substrates 

Rice straw (RS) and cow dung (CD) were used as 
substrates in this study. These were collected from two 
diff erent farms located in the South of France. Rice straw 
was ground into 30-40 mm pieces using a 3 kW Blick 
BB230 shredder. 

Experimental setups and operation

Batch reactors without leachate recirculation

All batch experiments were carried out in 2 L glass 
bottles. The bottles were sealed after introducing the 
substrate mixtures and maintained at 35 °C without 
agitation. All batch experiments were duplicated. Each 
reactor was connected to a gas collection bag (Tedlar bag, 
Zefon International, Inc.) in order to collect and store the 
biogas produced. Biogas volume in gas collection bags 
was measured regularly using the water displacement 
method. For all the reactors, the parameters monitored 
were biogas volume and composition. At the end of 
the digestion period, TS and VS concentrations of the 
digestate and VFA concentrations were measured. 

 In a preliminary experimental set-up (see Appendix 1), 
diff erent mixture ratios of RS and CD were evaluated to 
modify the initial TS contents from 15 to 36 % and the 

initial VS concentration of RS (S
0
) (g VS of rice straw 

per kg mixture (g VS
RS

/kg)) from 29 to 232 g VS
RS

/kg.
 
 The eff ect of inoculation on the HS-AcoD of RS and 
CD was investigated by re-using the digestate from one 
batch to the next one. Three successive batch reactors 
named Batch 1, Batch 2 and Batch 3 were operated using 
diff erent substrate quantities, and the compositions are 
as shown in Table 1.   Batch 1 was operated without an 
external source of inoculum, and operating conditions of 
this reactor is similar to the reactor that produced methane 
in the preliminary experiment (see Appendix - 1). At the 
end of the digestion period, digestate recovered from 
the Batch1 reactors was used as an inoculum source for 
Batch 2 reactors; similarly, digestate recovered from 
Batch 2 reactors was used as the inoculum for Batch 
3 reactors. In Batch 1 and Batch 2 reactors, initial TS 
content of the mixture was 15 % and 16 %, respectively. 
Initial VS concentration of RS (S

0
) in the mixture was 

same (29 g VS
RS

/kg) in these two reactors. In Batch 3 
reactor, both TS content and S

0
 were increased to 20 % 

and 55 g VS
RS

/kg, respectively.

Leach-bed batch reactors

Four leach-bed batch reactors (LBRs) made of glass 
(14.5 cm internal diameter, 45 cm high) with a working 
volume of 6 L were used (Riggio et al., 2017). In order  
to retain the leachate at the bottom of the each reactor,  
the solid and liquid fractions were kept apart by a mesh 
(1 mm holes) placed at 10 cm up from the bottom of 
the reactor. Leachate was re-circulated using a peristaltic 
pump. In order to equalize the pressure between the two 
compartments, the headspace and the volume below 
the mesh were connected by using a tube. Each reactor 
was connected to a water bath and temperature was 
kept at 35 °C by recirculating water through the jacket. 
Each reactor was also equipped with a Ritter gas fl ow 
meter (MGC-1 V3.1 Milligascounter) to automatically 
measure the biogas volumes, and a gas collection port 

Table 1: Experimental conditions for successive batches 

Batch 1 Batch 2 Batch 3

RS (g) 25 25 50

CD (g) 650 350 480

Solid digestate (g) - 300 190

Initial TS content of mixture (%) 15 16 20

S
0
 (g VS

RS
/kg) 29 29 55
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was available in each reactor to collect biogas for 
subsequent composition analysis. A leachate collection 
port was connected to the leachate stock of each reactor 
in order to collect leachate for pH measurement and VFA 
analysis (Riggio et al., 2017).

Inoculation and leachate preparation 

Solid and liquid fractions of digestate were collected 
from a batch digester installed at a farm which uses 
lignocellulosic substrate and cow manure as the feedstock 
for the fi rst LBR experiment. This digestate was used as 
the inoculum and for liquid recirculation. The TS and VS 
content of the solid fraction of the digestate were 17.0 % 
and 11.8 %, respectively. The TS and VS content of the 
liquid fraction of the digestate were, 4.5 % and 2.6 % 
respectively, and alkalinity, total VFA concentration, and 
pH were 17.9 g CaCO

3
/L, 743 mg COD-VFA/L, and 8.5, 

respectively. The leachate used for recirculation within 
the LBRs was prepared by mixing the liquid fraction of 
the digestate with water at a ratio of 1:1 by Volume.

Operating conditions

Two sets of experiments were carried out using LBRs. In 
the fi rst set, four 6 L leach-bed reactors were used. The 
fi rst three reactors were run with diff erent quantities of rice 

straw in order to increase the initial VS concentration of 
rice straw (S

0
). Rice straw, cow dung and solid digestate 

were mixed together to obtain initial S
0
 concentrations in 

each reactor of 30, 36, and 47 g VS
RS

/kg, and an initial 
TS content of around 12.5 %. Substrate-to-inoculum (S/I) 
ratios in a VS basis (rice straw VS mass / solid digestate 
VS mass) were 0.7, 1 and 2, respectively (Table 2). The 
fourth reactor was operated only with digestate and 
served as a control reactor. 

 After fi lling each reactor with the prepared mixture 
of substrate, a 7 kg weight was applied to the top of each 
substrate mixture for 10 min in order to reduce its bulk 
volume. Then the reactors were closed and, the leachate 
was re-circulated through the top of the reactors for 5 min 
using a peristaltic pump to saturate the bulk volume with 
water. No further leachate recirculation was carried out 
in the control reactor. For other three reactors, leachate 
recirculation was set automatically, once in every 12 h at 
a rate of 600 mL/min for 2 mins. After 55–60 ds, all the 
reactors were opened and the solid digestate and leachate 
samples were collected. 

 The solid digestate obtained from each reactor of the 
fi rst set-up, except from the control reactor, were mixed 
together with RS and CD to prepare mixtures of substrate 
and inoculum for the second set of LBR experiments. For 

1st LBR experiment

(P-1)

2nd LBR experiment

(P-2)

Reactor 1-(1) 1-(2) 1-(3) 1-(4)
(Control)

2-(1) 2-(2) 2-(3) 2-(4)
(Control)

RS (g) 132 156 205 0 205 250 300 0

CD (g) 450 600 778 0 771 900 1000 0

Solid digestate (g) 1262 1044 686 2500 779 950 1139 2865

Liquid digestate (g) 820 830 900 500 850 760 615 500

Water (g) 820 830 900 500 850 760 615 500

S
0
 (g VS

RS
/kg) 30 36 47 0 47 55 65 0

Global TS content (%) 12.3 12.5 12.7 12.8 13 14.7 16.9 10.8

S/I (VS mass rice 
straw/VS mass solid 
digestate)

0.7 1 2 - 2 2 2 -

Table 2 :   Quantities of substrate, digestate and water added for fi rst and second LBR experiments
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the fi rst three reactors, solid digestate recovered from 
fi rst LBRs experiment, RS and CD were mixed together 
to obtain initial rice straw VS concentration (S

0
) values 

of 47, 55, and 65 g VS
RS

/kg, respectively. Initial TS 
content and S/I ratio (VS basis) were kept at 13–17 % 
and 2, respectively, for the three reactors (Table 2). The 
remaining digestate was used for the fourth reactor 
which was operated as the control reactor. Operations, 
monitoring and analysis were carried out in a manner 
similar to previous experimental setup.

Analytical methods and experimental protocols

The total solids (TS) and volatile solids (VS) content, 
as well as the alkalinity of the substrates and digestate 
were measured in accordance with the APHA standard 
methods (APHA, 2005). Triplicates of each substrate 
sample were taken in order to obtain average values of 
TS and VS percentages. 

 Biochemical methane potentials (BMPs) of rice straw 
and cow dung were evaluated using a protocol described 
by Riggo et al. (2017).

 For all experiments, biogas composition was analyzed 
using gas chromatography (GC Perkin 580) in which 
argon gas was used as the carrier gas. For the LBRs, pH 
of the leachates collected at leachate collection ports 
were measured using a pH probe. VFAs were analyzed 
using gas chromatography (Perkin-Elmer Clarus 580 
GC) with N

2
 as the carrier gas.

RESULTS AND DISCUSSION

At the beginning, both rice straw (RS) and cow dung 
(CD) were characterized. TS and VS contents of RS 
were 92.8 % and 79.4 % respectively and 12.3 % and 
10.6 % respectively for CD. BMP of RS and CD were 
254 ± 11 and 173 ± 1 NmL/g VS. The BMP value of RS 
was almost 50 % higher compared to that of CD. This 
lower BMP value of CD indicates that the biodegradable 
volatile-solids fraction in the CD was lower than that in 
the RS.  It can be determined that a certain fraction had 
already been digested via the digestive system of the 
cows.

Co-digestion of RS and CD in batch reactors

The main objective of conducting batch anaerobic 
digestion in preliminary experiments (Appendix 1) was 
to evaluate the inoculation effi  ciency of cow dung and 
understand the eff ect of the initial VS concentration (S

0
) 

of rice straw for HS-AcoD process of lignocellulosic 
biomass. 

Only the reactor operated with the lowest S
0
 of 29 g 

VS
RS

/kg produced biogas. High substrate concentrations 
and particularly high RS concentrations, led to digester 
failure by acidifi cation. In addition, it was observed that 
the eff ectiveness of cow dung as a source of inoculum 
was rather poor as this reactor had a 15-day lag phase and 
quite low degradation rates. Three successive batches 
were treated under the operating conditions presented in 
Table 1. In order to evaluate the eff ect of inoculation, 
digestate from the 15 %TS reactor (Batch 1) was re-used 
as an inoculum for a Batch 2 reactor whose operating 
conditions remained very similar to Batch 1 (i.e., TS 
content of 16 % and the same S

0
 concentration of 29 g 

VS
RS

/kg). For the Batch 3 reactor, digestate of the Batch 2 
reactor was re-used as inoculum, but a higher TS content 
of 20 % and a higher S

0
 concentration of 55 g VS

RS
/kg 

were maintained in order to investigate the impact of 
higher S

0
 concentrations. 

 Figure 1 (a) and 1 (b) present, respectively, the 
evolution of methane production and the methane yield 
over time for the three successive batches. Methane 
production in each reactor was corrected by deducting 
the contribution to methane production by the digestate 
alone. To normalize methane yield in each reactor it was 
calculated based on the quantity of volatile solids added 
from the substrates to each reactor. Therefore, VS added 
in the calculation consists only of VS from RS and CD.

 In Batch 2 reactor, almost 50 % of the cow dung in 
the initial mixture was replaced by digestate from the fi rst 
batch. The re-use of digestate as an inoculum enhanced 
the anaerobic digestion performance. The lag-phase 
period was drastically reduced, from 15 ds to almost 0 
ds (Figure 1), and a 103 % increase in the methane yield 
was achieved. 

 From the individual BMP values of RS and CD, the 
expected cumulative methane volume and methane yield 
of the second batch were 11.1 L and 202.7 mL CH

4
 / g VS, 

respectively, compared with the experimental values 
of 12.1 L and 221.8 mL CH

4
 / g VS, respectively. The 

diff erence between the expected and actual values was 
less than 10 % for both parameters. This suggests that all 
the added biodegradable VS had been eliminated under 
the experimental conditions of the second batch.

 In the Batch 3 reactor, both TS % and S
0
 were 

increased compared to Batch 1 and Batch 2 reactors. 
However, compared to the Batch 2 reactor, only an 18 % 
increase in total methane production was observed after 
almost two months. As a consequence, the methane yield 
was much lower in the Batch 3 reactor compared to the 
Batch 2 reactor. The expected methane yield calculated 
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for the Batch 3 reactor was 203.6 mL CH4 / g VS whereas 
the experimental value was 137.7 mL CH4 / g VS which 
indicates that only 68 % of the biodegradable organic 
matter had actually been degraded. This lower methane 
production in the Batch 3 reactor can be explained by two 
factors: the higher TS concentration of the initial mixture 
and the higher initial RS concentration (S0). In the fi rst 
part it has been shown  that the initial VS concentration 
of rice straw within the substrate mixture is a critical 
parameter and in the Batch 3 reactor this concentration 
was too high, i.e., 55 g VSRS/kg. Furthermore, data 
from the literature suggests that an increase in the TS 
concentration of the digestate could lead also to a negative 
impact on the performance of anaerobic digestion.

 Abbassi-Guendouz et al. (2012) investigated the 
eff ects of TS on AD by using cardboard as a substrate 
and found that the VS-based methane production rate 
decreased when the reactor TS increased from 10 % to 
35 %. Similarly, Motte et al. (2013), using wheat straw 
as a substrate, also showed declining VS-based methane 
production rate as TS increased from 15 % to 25 %. Xu 
et al. (2014) also investigated the eff ect of TS content on 
the anaerobic digestion of rice straw and found that when 
TS % varied between 15 % to 20 %, methane production 
rate increased.  When exceeding this threshold limit, 
it decreases. TS content is a key parameter that aff ects 
the mass transfer between gas-liquid-solid phases in 
HS-AcoD.  This parameter aff ects the rate of substrate 
degradation and the accumulation of inhibitors such as 
VFAs (Abbassi-Guendouz et al., 2012; Xu et al., 2014; 
Liotta et al., 2015). TS content has been assumed to aff ect 
the hydrolysis rate constant, the maximum microbial 
growth rate and diff usion constant as well (Xu et al., 
2014).

 In conclusion, the results obtained from the batch 
experiments including preliminary experiments 

suggested that not only the TS content, but the initial rice 
straw VS concentration (S0) is also a critical parameter, 
which leads to acidifi cation and failure of the reactors. 
Thus it is suggested that initial S0 values should not 
exceed 30 g VSRS/kg.

Co-digestion of RS and CD in leach bed reactors

Leachate re-circulation is a strategy that has been using 
in high-solids batch anaerobic digestion to control 
production of VFAs at start-up in reactors known as 
LBRs. From the physico-chemical point of view, leachate 
recirculation is used to increase the moisture content of 
the bulk of the substrate, thereby improving mass transfer 
and access to organic matter (Chanakya et al., 1999; Jha 
et al., 2011). Leachate recirculation leads to leaching out 
the VFAs produced, to diluting inhibitor compounds, and 
to increasing the buff er capacity of the medium. From 
a biological point of view, increasing moisture content 
improves the growth of microorganisms (Batstone 
et al., 2002). This will result in higher biodegradation 
of lignocellulosic substrates. Furthermore, the re-use 
of digestate facilitates improvement of the start-up of 
the reactor because it was possible to recycle already 
acclimatized biomass to the substrate.

 In this study, two sets of experiments were carried 
out to investigate the eff ect of leachate re-circulation and 
the initial RS concentration, on the high-solids anaerobic 
co-digestion of RS and CD in LBRs. In the fi rst set of 
experiments, three conditions were tested with initial rice 
straw VS concentrations (S

0
) at 30, 36 and 47 g VS

RS
/kg 

(Table 2). In the second set of experiments, initial rice 
straw VS concentrations of 47, 55 and 65 g VS

RS
/kg 

were tested (Table 2). The maximum reaction time for all 
conditions was fi xed at 60 days. In these experiments, the 
quantities of RS and CD were increased but the proportion 
of RS and CD in terms of VS remained very close, with 

Figure 1:  Evolution of cumulative CH
4
 (a) and specifi c methane yield (b) over time of 2 L batch reactors, for 

the three successive batches
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rice straw VS representing on average 67.4 ± 1.3 % 
for the six mixtures used. As a result, the accumulated 
volume of methane produced from RS represented 
75.2 ± 1.1 % of the expected total volume of methane 
produced and the average expected methane yield of the 
mixtures was 228 ± 1 mL CH4/g VS. The only diff erence 
between the two sets of experiments was the digestate 
used for inoculation. In the fi rst experiments, digestate 
was sampled from an industrial-scale LBR whereas, for 
the second experiment, digestate collected at the end of 
the fi rst experiment was used.

Methane production

Figure 2 (a) and 2 (b) present the total volume of 
methane produced by the LBRs and the methane yield, 
respectively, as a function of the initial VS concentration 
of rice straw (S

0
). The initial RS concentration was 

selected to plot these curves due to three reasons: (i) 75 % 
of methane volume is produced from RS; (ii) organic 
matter of RS has the highest degradation kinetics; and 
(iii) it was shown previously in batch mode that the initial 
VS concentration of rice straw (S

0
) is a critical parameter 

in reactor acidifi cation and failure. 

Figure 2:  Evolution of the total volume of CH
4
 produced (a) and of the specifi c methane yield (b) over the 

quantity of rice straw VS added for the experiments in LBRs

Figure 2 (a) shows that total methane production 
increased with increasing S0 values. However, this 
increase was not proportional to the added quantity of 
VS. For example, if the two extreme values are compared, 
only an additional 50 % of CH4 was produced when the 
initial RS quantity was doubled. As a consequence, the 
methane yield decreased when S0 was increased. For the 
lowest quantities of substrate added, the methane yield 
observed in LBRs (240 ± 32 mL CH4/g VS) was close to 
the BMP of the mixtures calculated from the BMP of RS 
and CD (228 ± 1 mL CH4/g VS) whereas, for the highest 
substrate load, the methane yield was only 70 % of the 
expected value, indicating that during the two months 
period, all the organic matter added was not degraded.

VFAs concentration, pH and alkalinity

Total concentration of VFAs and pH were measured 
regularly in the liquid fraction, i.e., leachate of each 
reactor. Figure 3 presents the variation of total VFA and 

pH throughout the digestion period. VFAs production was 
high at the beginning of the batch experiments indicating 
that methanogenesis was slower than acidogenesis. 

 The maximum total concentration of VFAs in each 
reactor was reached after 5-6 days of operation, ranging 
between 6000 and 12000 mg COD-VFA/L (Figure 3 (a) 
and 3 (c)). At the same time, pH decreased as shown in 
Figure 3 (b) and 3 (d) but always remained above 6.6 
due to the high alkalinity of the mixture of digestate and 
substrates (above 8.3 g CaCO3/L).

 VFA concentrations of the leachate dropped rapidly 
to almost 0 mg/L before day 20. Several authors have 
reported similar behaviors. Mussoline et al. (2012) have 
observed an initial peak of VFA in terms of acetic acid 
(3375 mg HAc/L) which occurred at the beginning of 
the experiment on dry AD of rice straw and piggery 
wastewater. In this study, at day 57, VFA concentration 
dropped below 200 mg HAc/L. Similar observations 
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Figure 3:  Total VFA and pH variation in the fi rst (a and b) and second (c and d) LBR experiments, over time

could be found in the study on hybrid solid anaerobic 
digestion of the organic fraction of municipal solid 
waste conducted by Massaccesi et al. (2013). From 
these results, the stable operation of the reactors and the 
optimization of the leachate recirculation time period 
can be identifi ed as highly important factors when these 
types of reactors are operated on a large scale.

Eff ect of leachate re-circulation

In order to evaluate the infl uence of leachate recirculation, 
results obtained without recirculation in pure batches, i.e., 
2 L bottles of successive batches and with recirculation in 
6 L LBRs were compared at two initial RS concentrations 
of 30 and 55 g VS

RS
/kg. In terms of methane yield, the 

performances observed in LBRs were slightly better than 
those in 2 L batch reactors without recirculation. In terms 
of specifi c methane yields, it was 273 mL CH

4 
/ g VS in 

the LBR compared to 222 mL CH
4 
/ g VS in the 2 L batch 

reactor (a 23 % increase) at 30 g VS
RS

/kg; and 179 mL 
CH

4 
/ g VS in the LBR compared to 138 mL CH

4 
/ g VS 

in the 2 L batch reactor (a 30 % increase) at 55 g VS
RS

/kg. 
Specifi c methane production rates are shown in Figure 4. 
At S

0
 of 30 g VS

RS
/kg, specifi c methane production rates 

were slightly higher in the LBR compared to the batch 
reactor at the beginning of the operation. However, after 
1 month of operation, the slowly-biodegradable organic 
matter had similar rates of degradation. At S

0
 of 55 g 

VS
RS

/kg, rates were quite close except during the period 
10 - 20 days, during which lower rates were reported for 
the batch without recirculation. This is due to some partial 
inhibition in that period resulting from VFA production 
and a drop in pH. After day 20, rates once again showed 
similar trends.

 As already shown, both specifi c methane production 
rates and specifi c methane yields dropped with the 
increase of initial rice straw VS concentration. In 
conclusion, leachate recirculation slightly improved both 
performance and stability of the reactors, but operation in 
a pure batch still remained possible under the operating 
conditions applied.

Optimal operating conditions for LBRs

From the results obtained in the two sets of experiments 
with LBRs, it was possible to assess the optimal 
operating conditions of LBRs treating a mixture of RS 
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and CD. Figure 5 clearly demonstrates that the maximum 
total VFA concentration increased with the increase of 
initial rice straw concentration (S0); however reactors 
were operated safely even at higher S0. This is due to 
the buff ering capacity provided by the leachate and the 
washout of VFAs by leachate recirculation. However, 
use of higher initial RS concentrations might have led to 
potential inhibition at the beginning of the batch. It could 
be noted that the maximum total concentration of VFAs 
measured at the beginning of the batch with a S0 of 65 g 
VSRS/kg was 12,200 mg COD-VFA/L and the minimum 
pH was 6.82, which is close to the critical value for 
methanogenesis inhibition of 6.6 (Batstone et al., 2002; 
Mussoline et al., 2011)

Figure 5:  Maximum total volatile fatty acids concentration in LBRs 

with initial VS concentration of rice straw (S
0
)

Furthermore, specifi c methane yield decreased as 
substrate loads increased (Fig. 2 (b)) and VS removal for 
the highest substrate load was only 70 % of the calculated 
value after two months of operation. As a result, in order 
to obtain optimal methane production in LBRs, along 
with the maximal VS reduction and operational safety, 
the recommended initial RS concentration S0 in the 
mixture should be at a maximum of 30 g VSRS/kg.

 The results obtained in this study also suggest 
that leachate recirculation can be stopped after 
15 days of operation as total VFA production at this 
time had drastically decreased and the accumulated VFA 
concentration was below 740 mg COD-VFA/L, even 
for the highest substrate load. André et al. (2015) also 
found that during the dry AD of cattle manure, leachate 
recirculation had no eff ect on methane production rates 
after 19 days of degradation.

CONCLUSIONS

In this study, the anaerobic co-digestion of mixtures of 
rice straw and cow dung was studied both in pure batch 
reactors and batch reactors with leachate recirculation. 
Preliminary experiments carried out with RS and CD 
alone at diff erent initial concentrations showed a high risk 
of acidifi cation at the higher substrate concentrations and 
low effi  ciency and eff ectiveness of cow dung as a source 
of inoculum. Therefore, two strategies were investigated: 
fi rst, the re-use of digestate for inoculation in the pure 
batches and, second, leachate recirculation using 
leach-bed reactors (LBRs). When the digestate from a 
previous batch is used as an inoculum, the lag phase for 

Figure 4:  Specifi c methane production rates: comparison of 2 L batch reactors and 6 L LBRs that have S
0
 (a) value of 30 and (b) 

55 g VS
RS

/kg
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methane production in batch was reduced from 15 days 
to almost none and the specifi c methane production rates 
increased signifi cantly. Furthermore, after 55 days of 
digestion, a 103 % increase of the cumulative volume 
of methane produced was achieved in 16 % TS batch 
reactors (S

0
 = 29) operated with the digestate re-use 

strategy, compared to the reactor fed only with a mixture 
of rice straw and cow dung. In terms of methane yield, 
the performances observed in LBRs were slightly better 
than those in the batch reactors with a 23 % increase 
for the S

0
 of 30 g VS

RS
/kg and 30 % increase for the 

S
0
 of 55 g VS

RS
/kg. However, specifi c methane yields 

and specifi c methane production rates dropped with the 
increase of lignocellulosic substrate concentration within 
the reactors. For optimal methane production in batch 
and in LBRs, as well as for operational safety, initial RS 
concentration in the mixture S

0
 should be at a maximum 

of 30 g VS rice straw/ kg mixture. Therefore, further 
investigations should be conducted to ascertain the 
threshold values (i.e., TS content and S

0
) for optimizing 

the HS-AcoD of lignocellulosic biomass. 
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Appendix-1

Preliminary experimental setup

In this experimental setup, four diff erent initial TS contents were used: 36, 29, 22 and 15%. To obtain the diff erent TS 
percentages, two substrate mixing strategies were applied. In the fi rst strategy (Mixing strategy-1), only rice straw (RS) 
and cow dung (CD) were mixed together to obtain the relevant TS% in the mixture. As a consequence, the quantity 
of CD was increased to reduce the initial TS content of mixture. The quantities of RS and CD added are presented in 
Table 1. In the second strategy (Mixing strategy-2), the quantities of RS and CD were identical in all the batch reactors 
(i.e. corresponding to the TS content of 36% of Mixing strategy-1) and water was added to fi x the percentage of TS. 
The quantities of RS, CD and water added are presented in Table 1. The initial VS concentration of RS (S0) in g VS of 
rice straw per kg mixture (g VSRS/kg) was also calculated; it was between 29 and 232 g VSRS/kg.

Mixing strategy-1 (E-1) Mixing strategy-2 (E-2)

Initial TS content of mixture (%) 36 29 22 15 36 29 22 15

RS (g) 50 50 50 25 50 50 50 50

CD (g) 120 188 355 650 120 120 120 120

Water (g) - - - - - 40 107 236

S
0
 (g VS

RS
/kg) 232 166 98 29 232 188 143 97

Table 1:  Experimental conditions for the preliminary experimental setup

Figure 1 (a) shows the evolution of cumulative methane volumes produced over time for all the eight conditions tested. 
The only reactor which actively produced biogas was the 15% TS reactor which contained a mixture of  25 g RS and 
650 g CD. Furthermore, the same reactor also showed a 15-day lag phase. None of the other reactors produced any 
signifi cant volumes of biogas over the 80 days. In addition, Fig. 1 (b) shows that the fi nal VFAs concentration in all 
these non-producing reactors was very high and rose with the increase of the initial TS percentage in both feeding 
strategies. This shows that strong acidifi cation occurred in the reactors, except for the batches carried out at 15% TS 
and at the lower initial S0 of 29 g VSRS/kg. 

Figure 1: Cumulative methane volumes produced (a) over time and fi nal total volatile fatty acids 
concentrations (b) in the preliminary experiment
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Abstract: Escherichia coli is a commensal bacterial gut 
inhabitant in vertebrates, while some strains are pathogens. 
Analysis of the genetic substructure within E. coli has 
identifi ed nine phylogenetic groups within the species, as group 
A, B1, B2, C, D, E, F, G and cryptic clade I. These groups 
vary in attributes such as host characteristics, pathogenicity, 
antibiotic sensitivity patterns and virulence profi les. The 
current study was conducted to determine the distribution of 
phylogenetic groups, commonly encountered sequence types 
(ST), and group B2 subgroups (SG) of human faecal E. coli 
in a sample population in the Kandy District, Sri Lanka. A 
total of 158 faecal swabs, collected from healthy individuals, 
were cultured on MacConkey agar and presumptive E. coli 
isolates were confi rmed by a negative reaction on Simmons 
citrate agar. E. coli isolates were characterized according to 
their phylogenetic group, SG, and ST distribution by a series 
of PCR protocols. Results revealed a predominance of group 
B2 (28 %), followed by B1 (23 %), A (17 %), D (14 %), C 
(5 %), F (4 %), and E (3 %). Within phylogroup B2, SG III was 
predominant while ST 73, 95, and 131 were detected at low 
frequencies. ST 69 accounted for 20 % of the group D isolates. 
Distribution of phylogroups was independent of host gender 
except group D, which was signifi cantly over-represented by 
males. As B2 E. coli are strongly associated with extraintestinal 
infections and a high degree of virulence, characterization of 
these human faecal E. coli isolates for antibiotic susceptibility 
and virulence profi les would be of clinical importance.

Keywords: Commensal, Escherichia coli, PCR, phylogenetic 
groups, ST.

INTRODUCTION

Escherichia coli is a well-known member of the bacterial 
family Enterobacteriaceae. Its primary habitat is the 
lower gut of vertebrates, where it usually thrives as the 
predominant aerobic bacterium (Tenaillon et al., 2010), 
whereas water, sediment, and soil can be considered as 
its secondary habitat (Savageau, 1983). E. coli plays a 
remarkable dual role as a widespread gut commensal and 
a versatile pathogen.

 As a result of phylogenetic studies performed on E. 
coli since the late 20th century, a nine- group phylogeny 
with groups A, B1, B2, C, D, E, F, G and Escherichia 
clade I has been established (Milkman, 1973; Ochman 
& Selander, 1984; Walk et al., 2009; Chaudhuri & 
Henderson, 2012; Clermont et al., 2013; 2019). Within 
these phylogenetic groups, clonal complexes (CCs)/
sequence types (STs) are identifi ed based on the genetic 
sequence similarity between E. coli strains that are 
related and share a common set of characteristics. 
Numerous studies have shown that the distribution of E. 
coli phylogenetic groups is non-random. For instance, 
in humans, groups A and B2 have been found to be the 
most common, while groups B1 and D are less prevalent. 
In animals, B1 strains are predominant followed by A, 
B2 and D (Chaudhuri & Henderson, 2012). Analysis of 

Bacterial Phylogenetics
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human commensal E. coli from diff erent climate regions 
has shown that subjects in tropical areas exhibit a more 
diverse E. coli microbiota than those in temperate areas 
(Escobar-Páramo et al., 2004). 

 Importantly, human extra-intestinal pathogenic 
E. coli (ExPEC) strains are more likely to belong in 
group B2, and to a lesser extent, group D, whereas strains 
belonging to groups A or B1 are less virulent (Boyd & 
Hartl, 1998; Picard et al., 1999; Johnson et al., 2001). 
Further, analyzing large collections of ExPEC has shown 
a predominance of Sequence Types (STs) 69, 73, 95, 
and 131 from groups D and B2, leading researchers 
to investigate the virulence profi les and antibiotic 
sensitivity patterns of these lineages (Adams-Sapper 
et al., 2013; Banerjee et al., 2013). Thus, for instance, 
being aware of the resistance of the infamous ST 131 
of group B2 to antibiotics such as fl uoroquinolones and 
third-generation cephalosporins, clinicians are enabled 
to plan appropriate therapy for such infections, when the 
phylogenetic identity of the pathogenic E. coli strain is 
known. Not only is the clinical community interested 
in phylotyping of E. coli, but also a growing number of 
aquatic microbiologists, the investigators involved in 
water quality or source of contamination studies (Walk 
et al., 2007; Carlos et al., 2010; Stoppe et al., 2014), food 
microbiologists (Bergeron et al., 2012), botanists (Méric 
et al., 2013), and scientists in many other disciplines 
consider that E. coli phylotyping is essential in this 
molecular era of E. coli studies.

 However, except for a study on avian pathogenic 
E. coli (APEC) strains originating from Sri Lanka by 
Dissanayake et al., (2014), no attempts have been made 
to assess the phylogroup distribution of human E. coli 
isolates from Sri Lanka. Moreover, to the best of our 
knowledge, apart from the study on commensal E. coli 
of Pakistani infants by Nowrouzian et al., (2009), South 
Asian human communities/societies have not been 
screened for the distribution of commensal E. coli, though 
phylogenetic studies on pathogenic E. coli have been 
reported (Chakraborty et al., 2015; Singh et al., 2017). 
This is a major drawback when considering the extent 
to which E. coli phylogenetic studies have developed 
beyond phylogroup determination and the amount of 
knowledge generated from studies arising from other 
regions of the world. Thus, the present study was 
launched to investigate the distribution of phylogenetic 
groups, commonly encountered sequence types (ST) and 
group B2 subgroups (SG) of E. coli isolates recovered 
from human faeces from a sample population residing in 
Kandy district, Sri Lanka.

MATERIALS AND METHODS

Sample collection

 A total of 158 faecal swabs were collected from healthy 
volunteer Sri Lankan individuals that could be contacted 
by the investigators (convenience sampling). The 
subjects were included irrespective of their age or gender, 
provided that they had not received antibiotic therapy 
nor had a history of gastrointestinal disease during the 
previous month. A commercial collection and transport 
system for bacteria that consisted of a sterile cotton wool 
swab and a tube of Amies medium without charcoal 
(BBL™ CultureSwab™ Plus) was provided to each 
participant, and instructions were given on obtaining the 
swab sample. The faecal swab samples received were 
either taken immediately for bacterial culturing or stored 
in a laboratory refrigerator at 4 oC when immediate 
culturing was not possible.

Isolation of E. coli from faecal samples

Faecal swab samples received were cultured on 
MacConkey agar plates so as to obtain isolated bacterial 
colonies and incubated at 37 oC for 18 h. A selected 
presumptive E. coli colony (with a pink/red colour and 
a non-mucoid appearance) grown from each faecal 
sample was spot inoculated into a Simmons citrate agar 
plate and a Luria agar plate and incubated at 37  oC for 
18 h. Cultures failing to produce a colour change (citrate 
negative) on Simmons citrate agar were presumed to be 
E. coli. Cultures on Luria agar were used for short term 
storage of E. coli colonies in a laboratory refrigerator at 
4 oC.

Molecular analysis

DNA extraction from bacterial cells (from colonies grown 
on Luria agar) was performed using the DNAzol ® genomic 
DNA isolation reagent (Molecular Research Center Inc., 
USA) according to the manufacturer’s recommendations 
with modifi cations.

 Approximately half of each E. coli colony on Luria 
agar was re-inoculated into 100 µL of sterile Luria 
broth in microfuge tubes and incubated for 18 hours 
with shaking at 36 oC. Then, 80 µL from each tube 
were discarded and the tubes with the remaining culture 
were centrifuged at maximum speed (15,000 r.p.m) for 
1 min. After removing the supernatant, the pellet was 
re-suspended in 25 µL of 10X Sodium chloride-Tris-
EDTA (STE) buff er by vortexing. Next, the suspensions 
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were mixed by inverting the tubes after each addition of 
50 µL of DNAzol® followed by 45 µL of 95 % ethanol for 
2 min and 1 min, respectively. The tubes were centrifuged 
for 3 min at maximum speed and the supernatant was 
discarded. The pellets were then mixed with 250 µL of 
75 % ethanol by inverting the tubes 10 times. Tubes were 
centrifuged at maximum speed for 1 min, the supernatant 

discarded and drained on paper towels. The pellets were 
dried at 50 oC for 45 min. Subsequently, 100 µL of a 
0.03 M solution of sodium hydroxide in Tris-EDTA (TE) 
buff er were added to each tube and they were left in the 
oven at 65 oC for 5 min. After ensuring that the DNA had 
completely dissolved resulting in a clear solution, the 
tubes with DNA extracts were stored at -20 oC.

PCR 
programme

Amplifi cation 
target

Primers Primer sequences (5′-3′)
PCR product 

(bp)
Reference

Clermont 
quadruplex chuA

chuA.1b ATGGTACCGGACGAACCAAC 288 Clermont et al., 2013

chuA.2 TGCCGCCAGTACCAAAGACA

yjaA
yjaA.1b CAAACGTGAAGTGTCAGGAG 211

yjaA.2b AATGCGTTCCTCAACCTGTG

TspE4.C2
TspE4C2.1b CACTATTCGTAAGGTCATCC 152

TspE4C2.2b AGTTTATCGCTGCGGGTCGC

arpA
AceK.f AACGCTATTCGCCAGCTTGC 400

ArpA1.r TCTCCCCATACCGTACGCTA

Group E arpA
ArpAgpE.f GATTCCATCTTGTCAAAATATGCC 301 Clermont et al., 2013

ArpAgpE.r GAAAAGAAAAAGAATTCCCAAGAG

Group C

trpA
trpAgpC.1 AGTTTTATGCCCAGTGCGAG 219 Clermont et al., 2013

trpAgpC.2 TCTGCGCCGGTCACGCCC

trpA
trpBA.fa CGGCGATAAAGACATCTTCAC 489

trpBA.ra GCAACGCGGCCTGGCGGAAG

New primer 
pool

1, ST73, CFT073 
(AE014075)b

ST73_for TGGTTTTACCATTTTGTCGGA 490 Doumith et al., 2015

ST73_rev GGAAATCGTTGATGTTGGCT

19, ST131, NA114 
(CP002797)b

ST131_for GACTGCATTTCGTCGCCATA 310

ST131_rev CCGGCGGCATCATAATGAAA

9, ST95, UTI89 
(CP000243)b

ST95_for ACTAATCAGGATGGCGAGAC 200

ST95_rev ATCACGCCCATTAATCCAGT

21, ST69, 
UMN026 

(CU928163)b

ST69_for ATCTGGAGGCAACAAGCATA 104

ST69_rev AGAGAAAGGGCGTTCAGAAT

Group B2 sub-
typing (Panel 1)

pabB II pabBgpII.f GAGTCACTGCCAGAAATTGCA 415 Clermont et al., 2014

pabBgpII.r GGCGAAAGGCTTAAAATTGCACT

trpA III trpAgpIII.f GACGCGCTGGAATTAGGCTC 255

trpAgpIII.r ATCGGCAACCAGCACCGAAT

dinB VI dinBgpVI.f CAGCGGTGGAGATGCGCGAT 652

dinBgpVI.r TCGTCAATGCCCTGACTACA

icd VII icdgpVII.f GCGGTATTCGCTCTCTGAAT 810

icdgpVII.r CAATTAAATCAGCCGCTTCG

aes IX aesgpIX.f CCTGGCCTGCAACGGGAG 160

aesgpIX.r TCTGGCTGCGGATAAAAGAG

chuA Internal 
control

chuAgene.1 CGATACGGTCGATGCAAAAG 1013

chuAgene.2 TTGGACAACATCAGGTCATC

Table 1: Details of primers employed in the various PCR programmes of the current study

Continued -
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PCR 
programme

Amplifi cation 
target

Primers Primer sequences (5′-3′)
PCR product 

(bp)
Reference

Group B2 sub-
typing (Panel 2)

putP I putPgpI.f GGTATCGCTTACTTTAACGG 373 Clermont et al., 2014

putPgpI.r ACCACCGGACCAAACGCC

trpA IV trpAgpIV.f TGCCAGTGGAAGAGTCCGCT 261

trpAgpIV.r CCGGGGCGGAAATACCAAAG

polB V polBgpV.f GCCGTTTCGCCGAAGATAAA 530

polBgpV.r TAATGATCTTCAGCGCCTGT

aes X aesgpX.f GACCGTTGTGAATACTCTTCA 713

aesgpX.r TATAACAGGGCGGCACATTT

ST 131 gyrB gyrB47.f CGCGATAAGCGCGAC 132 Johnson et al., 2009

gyrB47.r ACCGTCTTTTTCGGTGGAA

ST 95 Svg svg.1 TCCGGCTGATTACAAACCAAC

svg.2 CTGCACGAGGTTGTAGTCCTG

ST 69 gyrB gyrB27.f GGTGCGTTTCTGGCCA

gyrB27.r GACGCCGATACCATC

a. The primers trpBA.f and trpBA.r are added in Group E and Group C specifi c PCR reactions as an internal control.

b. The number designated for the target region of the genome sequence, the sequence type (ST) and the accession number of the relevant E. coli 

genome in GenBank database as cited in the original article by Doumith et al. (2015).

PCR programme Primer Concentration (µM) PCR conditions Electrophoresis conditions

Clermont quadruplex chuA.1b 0.4 Denaturation for 5 min at 94 °C, 30 cycles 
of 30 s each at 94 °C, 55 °C and 72 °C and a  
fi nal extension step of 7 min at 72 °C

1.5 % agarose gel, 100 V for 
45 minuteschuA.2 0.4

yjaA.1b 0.4

yjaA.2b 0.4

TspE4C2.1b 0.5

TspE4C2.2b 0.5

AceK.f 0.6

ArpA1.r 0.6

Group E ArpAgpE.f 0.5 Denaturation for 5 min at 94 °C, 30 cycles 
of 5 s at 94 °C and 25 s at 57 °C  and a  fi nal 
extension step of 5 min at 72 °C

1.5 % agarose gel, 100 V for 
45 minutesArpAgpE.r 0.5

Group C trpAgpC.1 0.5 Denaturation for 5 min at 94 °C, 30 cycles 
of 5 s at 94 °C and 25 s at 60 °C  and a  fi nal 
extension step of 5 min at 72 °C

1.5 % agarose gel, 100 V for 
45 minutestrpAgpC.2 0.5

New primer pool trpBA.fa 0.25 Denaturation for 3 min at 94 °C, 30 cycles 
of 30 s each at 94 °C, 60 °C and 72 °C and a  
final extension step of 5 min at 72 °C

1.5 % agarose gel, 90 V for 
45 minutestrpBA.ra 0.25

ST73_for 0.4

ST73_rev 0.4

ST131_for 0.4

ST131_rev 0.4

ST95_for 0.4

ST95_rev 0.4

ST69_for 0.6

ST69_rev 0.6

Table 2: Concentrations of the primers and PCR conditions used in the current study

Continued from page 139 -

Continued -
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Polymerase chain reaction (PCR) and gel 
electrophoresis

All the PCRs (Table 1) were carried out in a TaKaRa 
PCR Thermal Cycler Dice™ TP600 (Takara Bio Inc, 
Japan) in 10 µL reaction volumes. The PCR mixture 
contained 5.0 µL of GoTaq® Green Master Mix, 
2X (Promega Corporation, USA; a premix of DNA 
polymerase, 2X reaction buff er, 400 µM each of dNTPs 
and 3 mM magnesium chloride), 0.6 µL of DNA 
extract, relevant primers (concentrations mentioned in 
Table 2) and nuclease-free water. After each PCR, the 
products were subjected to horizontal gel electrophoresis 
(MultiSUB Choice, Cleaver Scientifi c Ltd.) under 
conditions mentioned in Table 2. The gels were stained 
with ethidium bromide (concentration approximately 

0.5 µg/mL in the gel) and PCR product sizes were 
estimated using a molecular marker (HyperLadder™ 50 
bp, Bioline).  The gel images were captured and saved 
using a gel documentation system (Bio-Vision -3026).

 The Clermont quadruplex PCR was conducted on 
all isolates to determine their ‘quadruplex genotypes’ as 
described in Clermont et al., (2013) (Figure 1).  Isolates 
designated ‘group D or E’ by the quadruplex PCR were 
then subjected to the group E PCR which diff erentiated 
isolates into group D or group E (Figure 2). Similarly, 
those designated ‘group A or C’ were diff erentiated 
by group C PCR into group A or group C. Next, the 
isolates designated as groups B2 and D were collectively 
subjected to new primer pool PCR to identify the major 
STs (ST 73, 95, 131, and 69) among them (Figure 3). 

PCR programme Primer Concentration (µM) PCR conditions Electrophoresis conditions

Group B2 sub-typing 
(Panel 1)

pabBgpII.f 0.4 Denaturation for 4 min at 94 °C, 30 cycles 
for 5 s at 94 °C and 20 s at 63 °C and a fi nal 
extension step of 4 min at 72 °C.

2 % agarose gel, 85 V for 
60 minpabBgpII.r 0.4

trpAgpIII.f 0.2

trpAgpIII.r 0.2

dinBgpVI.f 0.4

dinBgpVI.r 0.4

icdgpVII.f 0.5

icdgpVII.r 0.5

aesgpIX.f 0.6

aesgpIX.r 0.6

chuAgene.1 0.4

chuAgene.2 0.4

Group B2 sub-typing 
(Panel 2)

putPgpI.f 0.4 Denaturation for 4 min at 94 °C, 30 cycles 
for 5 s at 94 °C and 20 s at 63 °C and a fi nal 
extension step of 4 min at 72 °C

Denaturation for 10 min at 95 °C, 32 cycles 
for 30 s each at 94 °C and 65 °C and 30 s, 
and 2 min at 68 °C

Denaturation for 15 min at 95 °C; 30 cycles 
of 30 s at 94 °C, 90 s at 55 °C, and 90 s at 
72 °C and a fi nal extension step of 10 min 
at 72 °C.
Denaturation for 10 min at 95 °C, 32 cycles 
for 30 s each at 94 °C and 60 °C for 1 min 
at 72 °C and a fi nal extension at 72 °C for 
10 min.  

2 % agarose gel, 85 V for 
60 minputPgpI.r 0.4

trpAgpIV.f 0.4

trpAgpIV.r 0.4

polBgpV.f 0.4

polBgpV.r 0.4

aesgpX.f 0.4

aesgpX.r 0.4

ST 131 gyrB47.f 0.4 2 % agarose gel, 100 V for 
45 mingyrB47.r 0.4

ST 95 svg.1 0.4 1.5 % agarose gel, 100 V for 
45 minsvg.2 0.4

ST 69 gyrB27.f 0.4 1.5 % agarose gel, 100 V for 
45 min

gyrB27.r 0.4

Continued from page 140 -
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Group B2 isolates were then again analyzed for their 
subgroups with group B2 sub-typing PCR (Figure 4). 
Finally, the STs/subgroups assigned for group B2 ST 
95 and 131 isolates and group D ST 69 isolates were 
confi rmed by the corresponding ST PCRs. 

Statistical analysis

To determine whether there was a signifi cant association 
between the E. coli phylogenetic group and the gender of 
the host, Fisher’s exact test was performed, as 43% of the 
cells in the contingency table had expected frequencies 
below fi ve. The level of statistical signifi cance was 
defi ned as 0.05. The statistical analysis was performed 
using IBM® SPSS® Statistics Version 22.

RESULTS AND DISCUSSION

Commensal populations of E. coli show a ‘clonal 
population structure’, despite the occurrence of genetic 
recombination; thus delineation of major phylogenetic 

groups is possible (Selander & Levin, 1980; Tenaillon 
et al., 2010). Also, it has been shown that for a given 
host, the predominant isolate (i.e., the faecal E. coli 
isolate that accounts for more than half of the total 
colonies isolated in a stool culture), and the resident 
strain, (i.e., the one which persists in a person’s gut for a 
long period) are likely to be the same (Sears et al., 1950, 
Caugant et al., 1981). This knowledge forms the basis for 
assigning E. coli phylogenetic groups to individual hosts, 
by analyzing a single E. coli colony from a stool culture 
(that consists of many E. coli colonies).  

 Out of the 158 faecal swabs collected, 58 were from 
males and 84 were from females. The gender of the 
remaining 16 subjects was not provided. On MacConkey 
agar, 157 swabs yielded bacterial growth. Fourteen 
of the isolates selected were citrate positive and one 
isolate failed to produce bands from the phylotyping 
PCR, resulting in a subtotal of 142 E. coli isolates for 
phylogroup analysis. Representative gel images of the 
main PCR programmes are shown in Figures 1- 4.

Figure 1: A gel profi le of Clermont quadruplex PCR programme. Lanes 1-15, E. coli isolates analyzed 

in this study; lane 17, group B1 positive control; lane 18, group B2 positive control, lane 19, 

negative control; M- molecular weight marker

Figure 2: A gel profi le of Clermont group E PCR programme. Lanes 1-15, E. coli isolates designated as 

group D or E by Clermont quadruplex PCR; lane 16, group C positive control; lane 17, group 

C negative control, lane 18, PCR negative control; M- molecular weight marker
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The distribution of phylogenetic groups within the 
study population

Phylogroups B2 and B1 were the most prevalent, followed 
by phylogroups A and D (Figure 5).  Phylogroups C, F, 
and E each represented ≤5 % of the E. coli isolates. The 

prevalence of E. coli phylogenetic groups in the current 
study population can be arranged as B2 (28 %) > B1 (23 %) 
> A (17 %) > D (14 %) > C (5 %) > F (4 %) > E (3 %). 
The dominance of phylogroups A, B1, B2, and D refl ects 
the results of other studies examining E. coli phylogroup 
distribution in humans (Tenaillon et al., 2010).  

Figure 4: Gel profi les of the panel I/ panel II PCR programme. (a) Panel I. Lanes 1-12, E. coli isolates 

designated as group B2 by Clermont quadruplex PCR; lanes 13-17, positive controls 

of B2 subgroups (labeled in the image) ; Lane 18, PCR negative control; M- molecular 

weight marker (b) Panel II. Lanes 1-12, E. coli isolates analyzed in this study; lanes 13-16, 

positive controls of B2 subgroups (labeled in the image); Lane 17, PCR negative control; 

M- molecular weight marker

Figure 3: A gel profi le of the new primer pool PCR programme. Lanes 1-13, E. coli isolates designated 

as group B2 by Clermont quadruplex PCR; lanes 14-18, positive controls (labeled in the 

image); lane 19, PCR negative control; M- molecular weight marker
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Early studies examining the prevalence of E. coli 
phylogroups in samples collected from humans living 
in diff erent countries, led to the view that phylogroup A 
strains dominated among isolates taken from people living 
in the tropics, while phylogroups B2 and D were more 
prevalent among isolates taken from people in temperate 
regions (Duriez et al., 2001; Escobar-Páramo et al., 
2004).  However, the more recent studies on phylogroup 
distribution of E. coli have established the view that the 
infl uence of the environment in terms of socioeconomic 
factors, (such as the diet and the level of hygiene) in a 
human population is more important than the climate in 
which the host lives. For instance, in a study that compared 
intestinal E. coli isolated from subjects who had recently 
migrated from temperate region (metropolitan France) 
to tropical region (French Guyana) with that of natives 
of the two regions, the prevalence of groups A and B2 
isolates in the migrant group was intermediate compared 
to the two native groups, suggesting that the commensal 
gut fl ora of humans changes dynamically in response 
to new environmental conditions (Skurnik et al., 2008; 
Bailey et al., 2010; Tenaillon et al., 2010). 

 In addition, the E. coli phylogroup distribution 
in human hosts has been thought to be infl uenced by 
diff erences in morphology, physiology, and diet of 
diff erent sexes or ages (Gordon et al., 2005). Massot 
et al., (2016) reported that within a single ‘locality’, 
phylogroup distribution changes over time. It would have 
been of interest to look into the fi ndings of Mushtaq et al., 
(2011) and Mukherjee et al., (2015) on studies carried out 

in South Asia on E. coli phylogenetic groups. However, 
since these studies are of pathogenic isolates and not 
on commensal E. coli of human hosts, a comparative 
analysis on the South Asian region (where Sri Lanka is 
located) is not possible. In summary, the above reports 
and the evidence of more recent phylogroup distributions 
of E. coli show that there is a variation by locality, and 
this variation seems to be due to geographic variation of 
socio-economic factors rather than the climate.

 Predominance of group B2 in the current study 
population is noteworthy, as isolates belonging to group 
B2 have been shown to be the most common cause of 
ExPEC disease such as urinary tract infections (Zhang 
et al., 2002; Matsukawa et al., 2019), neonatal bacterial 
meningitis (Bingen et al., 1998; Johnson et al., 2002), 
peritonitis and bacteremia (Hilali et al., 2000; Bert et al., 
2010). From an evolutionary perspective, group B2 is 
believed to show an early genetic divergence within the 
species and its extra-intestinal virulence appears to be a 
‘coincidental by-product of commensalism’ (Picard et 
al., 1999).  In a study considering only the  antibiotic 
resistant commensal E. coli strains and their virulence 
genes isolated from Indian children, the proportion of 
antibiotic resistant (extended spectrum beta lactamase 
producing) commensal E. coli carrying a virulence factor 
associated with urinary tract infections  in phylogenetic 
group B2 has been found to be signifi cantly higher 
when compared to groups A and D (Chandran et al., 
2017). Diard et al., 2010, stated that traits that enable 
extra-intestinal infection and long-term colonization of 
the intestine are more frequent among B2 strains than in 
other groups. Even though these traits make phylogenetic 
group B2 more likely to be the most prevalent group in a 
community, the fact that this phylogroup is not universally 
predominant indicates the involvement of other factors 
in shaping phylogroup prevalence. For example, Unno 
et al., (2009) report the absence of group B2 isolates in 
humans and domesticated animals in a province in the 
Republic of Korea. 

Eff ect of gender and age

The relative abundance of phylogroups diff ered between 
male and female hosts (p < 0.05) (Figure 6). 

 Phylogroups D and C isolates were more prevalent in 
males, while isolates belonging to phylogroups A, B2, E, 
and F were more common in female hosts.  There was no 
statistically signifi cant change in phylogroup abundance 
with respect to host age (p > 0.1) (Figure 7). 

Figure 5: Distribution of the major E. coli phylogroups among 

faecal isolates of healthy individuals from Kandy District, 

Sri Lanka
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However, there was a tendency for the frequency of 
phylogroups A and B1 to decline with age, while the 
frequencies of phylogroups B2 and D increased.  A very 
similar observation is reported in Bok et al., (2018), 

where groups A and B1 have shown a higher prevalence 
in young children while groups B2 and D prevailed 
among adults in Poland (only four phylogenetic groups 
were compared in that study).

Figure 6: Relative abundance of major phylogenetic groups among male and female 

participants (n=118 whose gender was provided and phylogenetic group 

identifi ed)

Figure 7: Change in the relative abundance of the commensal E. coli phylogenetic groups with respect to the 

age of host (n = 122 whose age was provided and phylogenetic group identifi ed)
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Sequence Types and B2 subgroups

The present study investigated the distribution of the 
four sequence types ST 69 (within group D), ST 73, ST 
95, and ST 131 (within group B2) whose involvement 
in extra-intestinal infections have been shown previously 
(Mora et al., 2009; Riley, 2014). These STs diff er in their 
antibiotic sensitivity profi les. Strains of STs 69, 73, and 
95 are still susceptible to antibiotics whereas members of 
ST131 show increasing resistance to multiple antibiotic 
classes including fl uoroquinolones (Giufrè et al., 2012; 
Banerjee et al., 2013; Hu et al., 2013; Petty et al., 2014). 
However, the current study detected low levels in all 
four STs (Table 3). Only two isolates of ST 131 were 
detected out of the 40 group B2 isolates, despite the high 
level of antibiotic resistance in E. coli that prevail in Sri 
Lanka (Chandrasiri et al., 2013; Jayatilleke et al., 2016; 
Tillekeratne et al., 2016; Fernando et al., 2017).

 Ten (I – X) phylogenetic subgroups within group B2 
have been described (Le Gall et al., 2007; Clermont et al., 
2014) and some of these subgroups have been shown to 
be frequently associated with extra-intestinal pathologies 
(Bidet et al., 2007; Clermont et al., 2008; Jaureguy et al., 
2008). Le Gall et al., (2007) have observed all the strains 
to be virulent in subgroups I, III and IV, both virulent and 
avirulent strains to be present in subgroups II, V, VI, VII, 
and IX, and all strains to be avirulent in subgroup VIII. In 
this study, the rapid and convenient PCR introduced by 

Clermont et al., 2014 to identify group B2 human extra-
intestinal pathogenic E. coli, was followed in subtyping 
the group B2 isolates (strains belonging to subgroup VIII 
are unassignable by this PCR). Group B2 isolates fell into 
their respective subgroups as shown in Table 3. In North 
America, Europe, and Australia, ~30% of human hosts 
sampled harbor an isolate representing STs either 73, 
95, or 131 typically (Riley, 2014). By contrast, isolates 
belonging to these STs represented, at best, only about 
10 % (14 of 142 isolates) of all E. coli observed in the 
present study.

CONCLUSIONS

To the best of our knowledge, the current study is the 
fi rst report from South Asia, on phylogenetic group 
distribution of human commensal E. coli in a human 
community. Group B2 predominates in the human 
commensal gut fl ora of the Sri Lankan study population 
of the Kandy District, followed by the groups B1, A, 
D, C, F and E, while the relative abundance of E. coli 
phylogenetic groups varied between male and female 
hosts. Further, in group B2, SG III is the predominant 
subgroup while the common ExPEC  STs of group B2 
(ST 73, 95, and 131) and group D (ST 69) are represented 
in low frequencies (<25 %). In this study population, 
the distribution of phylogroups is independent of host 
gender except in group D, which is signifi cantly over-
represented in males.

ST Detected B2 subgroup

No. of isolates detected by diff erent PCR protocols (% of D 

or B2 isolates)

Doumith B2 subtyping ST Specifi c

69 a - 4 (20.0) 4 (20.0)

131 I 1 (2.5) 2 (5.0) 0 (0.0)

73 II 4 (10.0) 2 (5.0)

127 III 15 (37.5)

141 IV 1 (2.5)

144 V 8 (20.0)

12 VI 0 (0.0)

14 VII 0 (0.0)

95 IX 8 (20.0) 9 (22.5) 9 (22.5)

372 X 1 (2.5) 0 (0.0)

a  - ST 69 belongs to Group D

Table 3: The distribution of Sequence Types (ST) and group B2 subgroups, as screened by 

diff erent PCR protocols (n
B2

= 40, n
D
 = 20)
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Future directions

The current study is limited to hosts living in the Kandy 
district of the country. It would be worthwhile to screen 
hosts from other areas of the country, to obtain the 
phylogroup distribution throughout the country. Also, a 
more precise idea about the eff ect of gender and/or age of 
the host on the distribution of E. coli phylogroups could 
have been achieved if sampling method was altered to 
obtain comparable numbers of individuals from diff erent 
genders/age groups.  

 The high levels of antibiotic resistance observed 
among gram negative clinical bacterial isolates in Sri 
Lanka make it imperative to investigate antibiotic 
sensitivity patterns and genetic markers of virulence 
and pathogenicity of the diff erent E. coli phylogenetic 
groups identifi ed in this study. Even though they are of 
commensal origin, such knowledge aids in predicting and 
interpreting pathogenicity/virulence of clinical E. coli 
isolates, understanding the changes in human practices, 
particularly antibiotic usage, and more importantly, in 
designing the antibiotic therapy for infections.
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Abstract: Air pollution due to fi ne dust (FD) has become a 
global concern. Industrial effl  uents and traffi  c emissions 
combined with naturogenic sources infl uence this issue, which 
particularly impacts the East Asia region. Health concerns 
caused by this form of pollution include respiratory disorders. 
The development of anti-infl ammatory agents requires an 
understanding of the underlying mechanism. This study 
investigated the impact of FD on RAW 264.7 macrophages and 
sonication-assisted water extract of soft coral Dendronephthya 
gigantea (DGE) as a potent anti-fi ne dust agent. Cytoprotective 
eff ects using MTT and NO production inhibition using 
the Griess assay were assessed. ELISA, western blotting, 
and RT-qPCR techniques were used to evaluate multiple 
molecular mediators involved in the infl ammatory pathway. 
It was observed that iNOS, COX-2, and PGE

2
, including 

pro-infl ammatory cytokines (TNF-α, IL-1β, and IL-6), were 
downregulated in a dose-dependent manner by DGE treatment. 
DGE inhibited the infl ammatory responses initiated through FD 
by suppressing MAPK signaling in RAW 264.7 macrophages. 
This study provides insight into the protective mechanisms 
against FD, and suggests that D. gigantea could be a valuable, 
low-cost source of protein for potential use in the cosmeceutical 
and pharmaceutical sectors.

Keywords: Anti-fi ne dust, Dendronephthya gigantea, 
infl ammation, macrophages MAPK, RT-qPCR 

INTRODUCTION

Air pollution is comprised of harmful suspended 
contaminants in the air and is referred to as fi ne dust 
(FD) (Kim et al., 2016). Concern regarding FD has 
increased due to its detrimental eff ects on humans and 
other organisms. Air pollution in the East Asia region, 
including China, Japan, and Korea, has become a major 
issue. This is mainly due to rapid industrialization, 
including coal burning, power generation, and traffi  c 
emissions consisting of hydrocarbons, oxides of nitrogen, 
and carbon monoxide (Pozzi et al., 2003). Naturogenic 
sources also contribute to fi ne dust levels. Lee et al. 
(2015) reported that emissions released by China due 
to its industries are less than those released by natural 
sources.

 The association between fi ne dust and health issues, 
including lung function issues and conditions regarding 
the respiratory system, has been reported previously. 
Nel et al. (1998) described allergic conditions that arise 
due to diesel exhaust particles. The infl uence of FD on 
human monocytes and pro-infl ammatory cytokine levels 

Tissue Culture
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were described by Monn et al. (1999). The literature 
emphasizes two distinct sources of FD in the induction 
of infl ammation. Several reports have suggested that 
the transition metal ion content infl uences infl ammation 
via the oxidative stress pathway. According to some 
authors oxidative stress is caused by radicals that arise 
from the Fenton chemistry pathway. (Gilmour et al., 
1996; Knaapen et al., 2002). The oxidative mechanism 
is most applicable to the smaller FD, which possess a 
higher surface area and a larger number of particles in 
a given volume of air. These are more toxic than their 
larger counterparts (Brown et al., 2001). Alternatively, 
the bacterial-derived endotoxin bound to the surface of 
the particle may stimulate infl ammation (Becker et al., 
1996; Schins et al., 2004).

 The anti-infl ammatory potential of soft coral species 
has been widely studied. Chao et al. (2008) reported 
the anti-infl ammatory potential of cembranoids isolated 
from the soft coral Lobophytum crissum. Ethanol 
extracts of soft corals collected from Jeju Island were 
studied by Wang et al. (2016) for their potential anti-
infl ammatory properties against LPS-stimulated RAW 
264.7 macrophages. The therapeutic ability of soft coral 
D. gigantea regarding anti-infl ammation in in vivo and 
in vitro conditions has been extensively studied by 
Fernando et al. (2018b); the compounds of interest was 
steroidal congeners.

 The present study aimed to investigate the 
infl ammatory stimulation of FD using macrophages as 
a model. D. gigantea sonication-assisted water extract 
(DGE) was evaluated for its ability to reduce the 
infl ammatory responses that occurred in the macrophages. 
Inhibition of NO production, cytoprotective eff ect, and 
pro-infl ammatory cytokines, including PGE

2
, were also 

examined, including their gene expression levels, to 
identify the regulatory mechanism. The eff ects of DGE 
treatment on the MAPK pathway were also investigated. 
To the best of our knowledge, this is the fi rst study to 
demonstrate that the sonication-assisted water extract 
from D. gigantea exhibits anti-fi ne dust eff ects through 
anti-infl ammatory responses in macrophages.

METERIALS AND METHODS

Materials

The fi ne dust used in the experiments was a certifi ed 
reference material (CRM No. 28, National Institute for 
Environmental Studies, Ibaraki, Japan). RAW 264.7 
macrophage cells purchased from the Korean Cell Line 
Bank (KCLB, Seoul, Korea) were used for experiments. 

Growth media (Dulbecco’s modifi ed Eagle’s medium, 
penicillin, and streptomycin) were purchased from 
GIBCO Inc. (Grand Island, NY, USA). Western blotting 
was performed using antibodies purchased from Santa 
Cruz Biotechnology (Santa Cruz, CA, USA) and Cell 
Signaling Technology (Beverly, MA, USA). Cytokine 
levels were analyzed using kits purchased from 
eBioscience (San Diego, CA, USA), R&D Systems 
(Minneapolis, MN, USA), BD Opteia (San Diego, CA, 
USA), and Invitrogen (Carlsbad, CA, USA). All solvents 
used were of analytical grade and were purchased from 
Sigma-Aldrich.

Extraction of Dendronephthya gigantea

D. gigantea samples were collected from the sea area 
around Jeju Island, South Korea, in May 2018. The 
Jeju Biodiversity Research Institute assisted with the 
sample identifi cation process. Salt, sand, and epiphyte 
interferences were removed by washing. A sample 
portion (sample:water, 1:9) was extracted by assisting 
the sonication power (40 kHz) in an ultrasonic bath 
(Kodo Technical Research Co. Ltd., Hwaseong, 
Korea), maintaining the temperature between 20–30 
°C. This solution was lyophilized and extensively 
dialyzed to remove salt ions. The sample was then 
again lyophilized, resulting in a D. gigantea 5 h 
sonication water extract (DGE), which was used in the 
subsequent experiments.

Analysis of proximate composition and amino acids 
of DGE

The moisture, ash content, and protein and lipid 
approximations were conducted following the methods 
described by the Association of Offi  cial Analytical 
Chemists standard methods (AOAC International, 
2005). The method described by Um et al. (2017) was 
used to determine amino acid composition. HCl (6.0 M, 
2 mL) was used to hydrolyze a 50 mg sample portion 
of DGE. It was then pre-concentrated to remove the 
HCl, and sodium citrate buff er was used to dissolve it 
(0.2 M, pH 2.2, 10 mL). Thereafter, this was successfully 
separated using a cation exchange column (LCA K06/
Na, 4.6 × 150 mm). An amino acid analyzer was used 
for compositional analysis (S433-H, Sykam GmbH, 
Germany).

Estimation of fi ne dust size and morphology using 
SEM

The particle size and morphology of the FD specimens 
were determined using a fi eld-emission electron 
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microscope (SEM) (JSM-670F, JEOL, Tokyo, Japan). 
Before SEM was introduced, the sample was sputter-
coated with platinum (Q150R, Quorum Technologies, 
Lewes, UK) (Fernando et al., 2017).

Maintenance of cell lines

Macrophage RAW 264.7 cells were cultured in DMEM 
medium (10 % FBS, 1 % P/S). Cell cultures were 
maintained in incubated conditions (5 % CO

2
, 37 °C, 

humidifi ed). Periodical subcultures were conducted and 
used for experiments during the exponential growth 
phase.

Analysis of cell viability and NO production

The MTT assay was used to assess cytotoxicity in FD-
induced RAW macrophages (Mosmann 1983). The 
cells were seeded in 24 well plates (1 × 105 cells/mL), 
incubated, and treated with the samples. After 30 min, 
FD stimulation was conducted and further incubated for 
30 min. This was followed by rinsing and refi lling with 
fresh medium. The culture plates were incubated for an 
additional 23 h. The FD sample was fi rst dissolved in 
growth media (DMEM) to obtain a stock concentration 
of 2.5 mg/mL and was further diluted to achieve the 
treatment concentrations. The MTT assay was conducted 
by measuring the optical density at a wavelength of 540 
nm. NO production was measured using the Griess assay 
(Wijesinghe et al., 2014).

Infl ammatory mediator level assessment via ELISA

To obtain the cell culture media for the assessment of 
cytokine experiments, the cells were seeded, and sample 
treatment was performed similarly. Tumor necrosis factor 
α (TNF-α), interleukin (IL)-1β, IL-6, and prostaglandin 
E2 (PGE

2
) levels were measured in the collected cell 

culture supernatants. The process was assisted with 
commercially available cytokine assessment kits, and the 
test followed the manufacturer’s instructions.

Western blot analysis

Macrophage cells were seeded for the western blot 
analysis, and cells were harvested after sample and FD 
treatment. The experiment was conducted following the 
method explained in Jayawardena et al., (2019). 

RNA extraction, cDNA synthesis, and qPCR analysis

RNA extraction was performed in macrophage cells to 
synthesize cDNA. Total RNA was extracted, followed by 
purity measurement and cDNA synthesis. Synthesized 

cDNA was stored at −80 °C, until use. qPCR analysis was 
performed using primers obtained from Bioneer (Seoul, 
Korea), following the method explained by Jayawardena 
et al. (2019). The method described by Livak et al. 
(2001) was used to analyze the relative expression levels.

Statistical analysis

A minimum of three trials were performed to express 
the data as the mean ± standard deviation. IBM SPSS 
statistics using one-way ANOVA was used for the 
statistical comparison of signifi cant diff erences. p values 
less than 0.05 (p < 0.05) were considered signifi cant.

RESULTS AND DISCUSSION

Fine dust

The scanning electron microscope image of the urban 
aerosol (CRM No. 28) is shown in Figure 1. The sample 
consisted of particles with an irregular morphology. The 
size distribution was between 2 and 14 µm in diameter, 
and most particles had diameters of < 2 μm. The CRM No. 
28 certifi cate contains polycyclic aromatic hydrocarbons 
(PAHs) and inorganic components (Mg, Ca, Ba, Sr, Mn, 
and Pb).

Fine dust air pollution has become a major issue in East 
Asia in recent years. Countries such as Korea, Japan, and 
China are the most aff ected. Recent publications have 
proposed that FD exposure is associated with respiratory 
complications, allergic reactions, and infl ammatory skin 

Figure 1: Fine dust subjected to scanning electron microscope (SEM) 

imaging (CRM No. 28 Urban Aerosols, National Institute 

for Environmental Studies (NIES), Ibaraki, Japan).
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conditions. The FD is a complex mixture of diff erent 
components. It includes various types of dust, such as 
tobacco smoke, pollen, and exhaust gas from traffi  c 
emissions (Kim et al., 2016). In the East Asia region, 
this is exacerbated by anthropogenic activities; the 
Asian desserts are also act as a source of dust, which is 
transported by the wind (Choi et al., 2001). FD contains 
both organic and inorganic components. Asian dust is 
reported to contain water-soluble mineral particles, such 
as Mg2+ and Ca2+. Furthermore, negative ions, such as 
nitrate (NO

3
-) and sulfate (SO

4
2-), are associated with 

positive ions such as ammonium (NH
4

+) and potassium 
(K+) (Maxwell-Meier 2004).

Proximate composition and amino acids of DGE

The 5 h sonication-assisted water extract yielded 4.3 ± 
0.56 %. A higher amount of protein (68.38 ± 1.14 %) 
was identifi ed compared to the lipid (5.82 ± 0.44 %) 
and carbohydrate (16.18 ± 0.38 %) content. The ash and 
moisture contents were reported as 5.14 ± 0.12 and 1.97 
± 0.16 respectively. DGE is an abundant source of protein 
and could potentially act as an important feature of the 
sample. The amino acid composition of DGE was rich 
in aspartic acid (11.97 %), glutamic acid (14.32 %), and 
proline (8.25 %). Branched-chain amino acids (BCAA; 
valine 6.39 %, isoleucine 4.00 %, and leucine 5.79 %), 
which are important in immune responses, also indicate 
an accountable portion of the DGE. The amino acid 
composition was as follows: Asp, 11.97; Glu, 14.32; Ser, 
6.42; Gly, 5.54; His, 3.56; Arg, 5.37; Thr, 6.55; Ala, 5.14; 
Pro, 8.25, Tyr, 3.79; Val, 6.39; Met, 2.28; Cys, 2.20; Ile, 
4.00; Leu, 5.79; Phe, 4.23; Lys, 4.12.

The present study evaluated the physical parameters of 
the FD via SEM, followed by its biological eff ect, using 
macrophages as a model. The relative eff ectiveness of 
time-dependent extraction methods in the marine soft 
coral D. gigantea, which could counter FD toxicity, was 
evaluated. Among them, the 5 h water extract (DGE) was 
found to be most eff ective (**p < 0.01).

Potential anti-fi ne dust eff ect of DGE in the 
infl ammatory responses

The data presented in Figure 2a and 2b show that the 
viability of macrophages exposed to LPS and FD 
decreased while NO production increased. However, 
DGE treatment dose-dependently and substantially 
attenuated the cytotoxicity induced by LPS and FD. NO 
production, which was signifi cantly upregulated by FD 
treatment, was successfully restored by treatment with 
DGE (Figure 2). This study demonstrates the signifi cance 
of increasing levels of infl ammatory regulators, including 
PGE2, and hence the levels of cyclooxygenase-2 (COX-2) 
and pro-infl ammatory cytokines (IL-1β and IL-6) against 
lipopolysaccharide (LPS; 1 μg mL−1) and FD stimulation 
(125 μg/mL). The use of LPS as an infl ammatory 
stimulator provides a reference for the infl ammatory 
induction that occurs via FD. DGE downregulates the 
expression of infl ammatory mediators (F igure 3). TNF-α 
downregulation was notable but not signifi cant, while 
IL-1β and IL-6 levels declined signifi cantly. Western 
blot analysis showed that the levels of iNOS and COX-
2 (Figure 4a and b) increased with the stimulation of 
FD, whereas co-treatment with DGE dose-dependently 
downregulated the protein levels.

Figure 2:  FD-induced RAW 264.7 macrophages, (a) cell viability and (b) NO production. LPS stimulation (1 μg/mL) or FD (125 μg/mL). 

Triplicated experiments; mean value is expressed with ± SD. *p < 0.05, **p < 0.01 vs. the FD treated group; #p < 0.05, ##p < 0.01 vs. 

the un-stimulated group.
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Infl ammation is directly associated with macrophage 
cells and is regulated via diff erent mechanisms, such as 
phagocytosis, antigen presentation, and the production 
of various cytokines and chemokines. Although the 
activation of macrophages is essential to counteract 
infl ammation, their over-activation could lead to 
detrimental eff ects. Hence, the regulation of these cells 
is important for the treatment of infl ammation. Important 
mediators in this process are NO, iNOS, COX-2, PGE

2,
 

and pro-infl ammatory cytokines, including TNF-α, 
IL-1β, and IL-6 (Fernando et al., 2017). The results 
indicate the upregulation of these mediators upon LPS 
and FD stimulation in macrophages. Their gradual 
downregulation is ensured via the dose-dependent 
treatment of DGE, verifying its ability to act as a potent 
anti-fi ne dust agent via anti-infl ammatory mechanisms. 
Furthermore, the results indicated that DGE suppressed 

the mRNA expression of the above mediators, leading 
to a decline in the production of infl ammatory mediators 
required for infl ammation, thus inhibiting infl ammation.
NO plays a vital role as a vascular dilator, neurotransmitter, 
and a key component of the immunological system. It 
is synthesized from arginine via nitric oxide synthase 
(NOS) (Nakagawa et al., 2002). Und er obsessive 
conditions, NO production is inclined due to the activity 
of inducible NOS (iNOS), leading to cytotoxicity and 
tissue damage (Kim et al., 1999). COX-2 is another 
protein closely related to this pathway. This helps in 
generating another infl ammatory mediator, PGE

2
, by 

catalyzing the process. Diff erent cytokines and growth 
factors stimulate COX-2 expression (Park et al., 2006). 
Hence, cytokine production may ultimately attenuate NO 
production in the infl ammatory pathway.

Figure 3:  ELISA experiments performed using FD-induced RAW 264.7 cell supernatants. Potential of DGE to inhibit PGE2 and pro-infl ammatory 

cytokines (IL-1β, IL-6, and TNF-α) production. Triplicated experiments; mean value is expressed with ± SD. *p < 0.05, **p < 0.01 vs. 

the FD treated group; #p < 0.05, ##p < 0.01 vs. the un-stimulated group.
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Ability of DGE to reduce the FD induced infl ammatory 
responses via the p38-MAPK pathway

In the process of evaluating the activity of DGE as an 
anti-fi ne dust agent, we subsequently assessed whether 
the inhibition of infl ammatory responses is mediated 
via through p38-MAPK pathway. The FD-induced 
phosphorylation of p38, ERK1/2, and JNK MAPKs 
in macrophages was evaluated by western blotting. As 
shown in Figure 4, LPS encouraged phosphorylation, 
whereas FD stimulation lagged behind it. DGE treatment 
(25, 50, and 100 µg/mL) gradually downregulated the 
phosphorylation of p38, ERK1/2, and JNK. Among the 
MAPKs, p38 exhibited drastic down-regulation, whereas 
ERK1/2 remained the least aff ected by all three. Thus, 
the results indicate the potential of DGEs to inhibit MAP 
kinase phosphorylation against FD stimulation.

This study focused on MAP kinases, a highly conserved 
family of proteins that comprise serine/threonine. This 
includes three subfamilies: ERKs, JNKs, and p38 
MAPKs (Ruland et al., 2003). The MAPK signaling 
pathway can be triggered by various extracellular 
signals, including cell proliferation, apoptosis, and 
infl ammation. LPS is a potential activator of all three 
types of MAPKs (Hommes et al., 2003). Fernando 
et al. (2018a) described MAP kinase activation via 
stimulation of FD in keratinocytes and macrophages. 
Activated p38 is thought to exhibit signifi cant activities 
in regulating infl ammatory mediators, such as iNOS, 
COX-2, and TNF-α gene expression. Activated ERK is 
believed to increase the production of iNOS and other 
pro-infl ammatory cytokines (Bhat et al., 1998; Ajizian 
et al., 1999). JNK is also involved in iNOS expression 
of the iNOS (Uto et al., 2005). It was observed that the 

Figure 4:  Potential of DGE to act upon infl ammatory pathway mediators induced via FD. (a) iNOS and COX-2, (b) quantitative data, (c) ERK, 

JNK, and p-38 MAPKs, and relevant (d) quantitative data, determined using western blotting. β-actin was used as an internal control. 

Quantitative data were analyzed using ImageJ software. Results are expressed as the mean ± SD of three separate experiments. *p < 

0.05, **p < 0.01 vs. the FD-treated group; #p < 0.05, ##p < 0.01 vs. the unstimulated group.
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DGE dose-dependently inhibited the phosphorylation of 
MAPKs. This may lead to the anti-infl ammatory activity 

of DGE in FD-stimulated macrophage cells.

Figure 5:  DGE inhibits infl ammation-associated gene expression levels in FD-induced RAW 264.7 macrophages. (a) 

IL-1β, (b) IL-6, (c) TNF-α, (d) iNOS and (e) COX-2. The 2-ΔΔCt method was used to calculate the relative 

mRNA levels. GAPDH was used as an internal reference. Experiments were triplicated. mRNA signifi cance 

relative to non-treated control was calculated using the Mann-Whitney U test. *p < 0.05, **p < 0.01 vs. the 

FD treated group; #p < 0.05, ##p < 0.01 vs. the un-stimulated group.
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Eff ect of DGE to attenuate FD-stimulated gene 
expression

DGE treatment downregulated the mRNA expression 
levels of iNOS and COX-2 and was observed with a 
similar trend to the western blot results. A signifi cant 
decline in pro-infl ammatory cytokine levels was also 
observed. The potential of DGE as an anti-fi ne dust agent 
in anti-infl ammatory mechanisms was confi rmed by the 
results.

 It has been discovered that amino acids are involved 
in cell signaling and play an important role in gene 
expression regulation and protein phosphorylation 
cascades (Wu, 2009). It also involves the activation of 
natural killer cells (macrophages) and the production 
of cytokines. Arginine is a conditionally essential 
amino acid, and its major functions include regulation 
of cytokine production and acting as a mediator for 
autoimmune diseases. Glutamic acid and proline, which 
are abundant amino acids in DGE, are important for 
arginine synthesis (Li et al., 2007). Similarly, the three 
BCAAs are vital for the regulation of immune responses. 
The anti-infl ammatory potential of BCAAs in RAW 
264.7 macrophages under LPS-stimulated conditions was 
evaluated recently by Lee et al. (2017). As DGE contains 
many amino acids involved in immune responses, it is 
potentially suitable as an anti-infl ammatory agent.

CONCLUSIONS

This study reveals that DGEs have potential as anti-fi ne 
dust agents and their ability to regulate the production of 
important infl ammatory mediators such as NO, PGE

2,
 and 

cytokines via the modulation of MAPK phosphorylation 
in macrophages. Hence, D. gigantea could be a valuable, 
low-cost source of protein for potential use in the 
cosmeceutical and pharmaceutical sectors. This study 
provides insight into the protective mechanisms against 
FD. As D. gigantea is a rapidly growing species due to 
the ocean temperature increment in the vicinity of Jeju 
Island, harvesting these soft coral species would not alter 
the diversity of its natural habitat.
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Abstract: Experiments were conducted to evaluate the 
performance of a fl at plate solar collector in terms of its energy, 
exergy, and effi  ciency. The data were analyzed using three 
factors in a Completely Randomized Design. The fi rst factor 
was tilt angle with three levels, the second was air mass fl ow 
rates with four levels, and the third was heat storage fl uid with 
four levels, making a 4 x 3 x 4 factorial experiment. The least 
signifi cant diff erence between means was calculated with Alfa 
(α) < 0.01. The results showed that the maximum energy of 
1509.74 kJ hr-1 was gained by the fl at plate solar collector when 
a polyethylene glycol solution was used in head raised pipes 
at 11.76 kg min-1 air fl ow rates with a 30o collector tilt. The 
maximum exergy of 46.0 % was gained by the fl at plate solar 
collector when  air was used in head raised pipes at 4.67 kg min-

1 air fl ow rates, with 30o collector tilt angle, while the minimum 
exergy gain of 32.67 % was recorded for a polyethylene glycol 
solution in the solar collector at 1.78 kg min-1air fl ow rates with 
collector tilting at 30o. The maximum effi  ciency of 39.71 % 
was gained by the fl at plate solar collector when a polyethylene 
glycol solution was used in head raised pipes at 9.69 kg min-1 
air fl ow rates with 40o collector tilt angle. The storage medium 
showed that the maximum energy of 40,207 kJ day-1was stored 
in the energy storage unit per day, followed by 33,291 kJ day-1 
stored in salt solution while minimum energy of 29,640 kJ day-1 
was stored with water. 

Keywords: Effi  ciency, energy storage, exergy, fl at plate, solar 
collector, solar energy 

INTRODUCTION

Energy is the engine of economic growth and social 
development. The increasing demand for energy and 

depletion of fossil fuel reservoirs is a serious global issue. 
An increase in the demand for energy production and the 
adverse impact of fossil fuels on the global environment 
has led to a signifi cantly enhanced interest in acquiring 
environment-friendly renewable energy resources. 
Renewable energy sources have the potential to fulfi ll 
energy demand and alleviate environment destruction by 
greenhouse gases emitted via the use of fossil fuels. It 
is therefore widely realized that renewable energy can 
play a vital role in any fi eld where energy is a primary 
source. Renewable energy resources have the potential to 
replace the non-renewable energy resources if properly 
planned and installed according to the demand, with 
all the engineering aspects needed for their maximum 
output (Bellos et al., 2016).

 Renewable energy has many sources; among them, 
solar energy is a clean, abundant, and environment-
friendly source which has received considerable 
attention for generating heat and electricity. It is playing 
a vital role in maintaining the environment of this green 
planet. This energy from the sun reaches the earth in 
the form of solar irradiance. Solar irradiance is the 
energy given by sunlight per unit area in unit time. It 
can be converted into heat and electricity using diff erent 
solar conversion technologies, namely fl at plate solar 
collectors, concentrating solar collectors and photovoltaic 
technologies. Flat plate and parabolic trough solar 
collectors are the main types of solar thermal heating 
systems. The fl at plate solar collectors are used mainly 
for low thermal systems for agricultural and domestic 

Renewable Energy
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heating requirements. Alternately the parabolic trough 
concentrating solar collector technology is used for 
high thermal systems like steam and power generation 
(Soteris et al., 2016). 

 The effi  ciency of a solar thermal system is critical 
to its maximum performance. However, the effi  ciency 
equation alone does not determine the internal losses 
from the solar collectors. For this purpose, an analysis 
based on the second law of thermodynamics is best to 
determine the exergy analysis or potential energy of the 
solar collector system. Exergy analysis is both vital and 
the most important parameter for optimization of design 
and the future operation of solar thermal collectors. 
Solar thermal collectors must have been examined in 
terms of their energy and exergy, effi  ciency, and entropy 
generation for peak performance (Boukelia et al., 2015).
Fahad et al. (2013) discussed the optimal and critical 
operations of diff erent solar collectors by means of 
energy and exergy analysis. They concluded that an 
optimal operational model at any state is not useful 
for performance analysis because it is not a complete 
setup for generalizing and optimizing the solar 
collector performance. Therefore, an advanced model 
incorporating solutions to common errors for energy and 
exergy analysis is required for computing effi  ciencies of 
solar collectors. 

 Farhat et al. (2009) and Frances et al. (2012) studied 
the performance of a thermal solar collector. They stated 
that the performance must be tested in dynamic models, 
and energy and exergy analysis must be carried out in 
transient states. Many authors reported their work on 
optimizing the performance of solar collectors and they 
have concluded that solar collectors showed multiple 
diffi  culties under steady state conditions. Thus, it is 
recommended to develop and test the solar thermal 
collectors in transient states for achieving better results 
of energy and exergy analysis.

 Air turbidity is playing a signifi cant role in energy and 
exergy analysis of solar collectors. To carry out energy 
and exergy analysis of a solar collector, it is necessary 
to keep in mind that the sky must be clear, the fl ow rate 
must be constant, the assumption must be made that the 
properties of the material of construction of the solar 
collector are constant, the glazing must have more than 
85% transmittance, the fl uid velocity must be uniform, 
the losses by refl ection are assumed to be negligible, 
and the air gap between the absorber and glazing must 
be transparent (Jafarkazmi & Ahmadifard, 2013). The 
aim of the study was to evaluate the energy, exergy, and 
effi  ciency of a fl at plate solar collector as aff ected by both 
the sole and the combined or interaction eff ect of air mass 

fl ow rate, tilt angle, and heat storing fl uid in the fl at plate 
solar collector, and to study the role of the energy storage 
unit in enhancing the solar collector performance.

MATERIALS AND METHODS

Site selection

The collector was installed on the roof of the Department 
of Agricultural Mechanization, The University of 
Agriculture Peshawar, Khyber Pakhtunkhwa, Pakistan. 
The latitude, longitude and elevation of the site are 
34.02o, 71.48o and 448.36 m, respectively. The site 
is ideal for this purpose as it receives maximum solar 
irradiance from dawn to dusk without the interference of 
any shadow of a structure (Francesco et al., 2016). 

The thermal solar collector

The fl at plate solar collector that was used in the 
experiment is shown in Figure 1. The solar collector 
was developed in the Department of Agricultural 
Mechanization, The University of Agriculture Peshawar. 
The design and other parameters of construction are 
given in Table 1. 

Figure 1:  Design specifi cations of the fl at plate solar collector

Recording solar irradiance

The data of daily solar irradiance were recorded with the 
help of a digital Pyranometer (Solar Power Meter, TES-
1333, Taiwan) 

Energy and exergy analysis

When the solar collector is in equilibrium with the 
surroundings, then the general form of the energy 
balance equation (1) given by Govindaraj et al. (2012), 
can be applied:
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E
in 

– E
s 
– E

L1 
– E

L2
 – E

ex 
= 0 ...(1)

Where E
in
 is energy input to the solar collector (kJ), E

s
 

is the energy stored by the solar collector (kJ),  E
ex

 is 
the exergy of the solar collector (kJ),  E

L1
 is the heat lost 

by glazing due to transmittance and absorbance of the 
absorber plate (kJ), and E

L2
 is heat lost due to insulation 

characteristics of the solar collector (kJ). Now we have 
to calculate each and every component of equation (1) in 
detail to develop an equation for fi nding the effi  ciency of 
the solar collector.

Parameters/Conditions Value

Collector’s length, width and depth 3.40, 2.46 & 0.66 m respectively

Area 8.365 m2

Volume of the solar collector 5.520 m3

Absorber V-corrugated, black painted galvanized steel with 

header raiser pipes

Absorber area 8.360 m2

Absorbance and transmittance of absorber 0.92 and 0.88

Glazing (single glass) 0.008 m (8 mm)

Agent fl uids Air, Water, salt solution and polyethylene glycol 

solution

Air velocity range 0.1 – 3.31 m s-1

Collector tilt angles 30 o, 35 o and 40o

Ambient temperature range 275 – 315 K

Apparent sun temperature 5777 K (Yadav et al., 2014)

Absorber thickness 0.0024 m (2.4 mm)

Optical effi  ciency 0.88

Transmittance of glazing 0.89

Thickness of insulation                        

(Wood of deodar + polystyrene)

0.15 m

Thermal conductivity of absorber 380 W m-1. o C-1

Solar irradiance range 0 – 950 W m-2

Tubes/ pipes diameter (steel) 0.025 m

Air mass fl ow rates 3.56 – 12.46 kg min-1

Volume of storage tank 0.12 m3

Mass of water in storage tank 120 kg

Volume of the head raised pipes 0.086 m3

Mass of water in pipes 86 kg

Total volume of water in solar collector 206 kg

Parts of the the solar collector/materials 

Used  for construction

Cost

Insulation box $ 500

Absorber $ 120

Glazing $ 110

Water pipes, fl uids and storage tank $ 130

Total cost $ 860

Table 1:  Design specifi cations of the fl at plate solar collector
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Energy analysis of a thermal solar collector 

The Energy available to the solar collector is the amount 
of solar irradiance per unit area of the collector. It is the 
energy given by sun radiation to the solar collector and 
can be calculated using equation (2) given by Hanif et al. 
(2015),

E
in
= IA

c
 (1-   ...(2)

 where E
in 

is the rate of energy given by sunlight to 
the solar collector (kJ hr-1), I is solar irradiance (kJ m-2),  
A

c
 is area of the solar collector (m2), T

a
 is ambient air 

temperature (oC),  T
s
 is the apparent the sun surface 

temperature, which is 4077 (oC). Since both I and Ta 
changes with time of the day, the total energy should be 
calculated by integrating solar irradiance over small time 
intervals.

Exergy analysis of a thermal solar collector

Exergy is defi ned as the heat energy that can be used from 
the solar collector with the help of the fl uids (air, water) 
fl owing inside the solar collector. Before calculating the 
exergy we have to calculate the energy stored and lost in 
the process. 

Energy stored in the solar collector 

The energy stored in solar collector will be the energy 
gained by the absorber plate, energy gained by the water 
present in the storage tanks and energy gained by the air 
present inside the solar collector. The stored energy can 
be calculated using equation  (3) given by Hanif et al. 
(2018).

E
s
 = E

abs
 + E

w
+ E

a
  ...(3)

 Where E
s
 represents the energy stored in solar 

collector(kJ),  E
abs

 represents the energy stored by the 
absorber plate (kJ),  E

w
 represents the energy stored by 

the water (kJ), and E
a
 represents the energy stored in the 

air inside the solar collector (kJ). Now we can determine 
each component in detail using a separate equation for 
the energy gained at each place.  Firstly, we determine the 
energy gained by the absorber which can be calculated 
using equation (4) (Hanif et al., 2015)

E
abs

= m
abs

C
abs

∆T  ...(4)

 where E
abs

 represents the energy stored by the absorber 
plate (kJ), m

abs
 represents the mass of the absorber plate 

(kg), C
abs

 represents the specifi c heat of the absorber plate 

(kJ oC-1 kg-1), and ∆T is the diff erence between ambient 
and absorber temperature (oC). 

 Secondly,  the energy gained by the water is calculated 
using equation (5), given by Hanif et al. (2016),

E
w
= m

w
C

pw
∆T  ...(5)

 where E
w
 represents the energy stored by water (kJ), 

m
w  

represents the mass of water (kg), C
w
 represents 

the specifi c heat of water (kJ oC-1 kg-1), and ∆Tis the 
temperature rise of the water inside the solar collector 
(oC).

 Thirdly, the energy gained by the air inside the solar 
collector is given by equation (6) given by Islam et al. 
(2015),

E
a
= m

a
C

a
∆T  ...(6)

 where E
a
 represents the energy stored by air (kJ),  

m
a
 represents the mass of air (kg), C

a
 represents the 

specifi c heat of air (kJ oC-1 kg-1), and ∆Tis the temperature 
diff erence between ambient air and the air inside the 
solar collector (oC).

Energy lost from the solar collector

Energy is lost from the solar collector in two ways. The 
fi rst is due to the optical effi  ciency of the glazing and 
acceptance of the absorber plate and can be calculated 
using equation (7), given by Hanif et al. (2018),

E
L1 

= (𝜏α) IA
c
T

a
    ...(7)

 where E
L1

 is the energy lost by glazing due to 
transmittance and absorbance of the absorber plate (kJ), 
𝜏 is the transmittance of the glazing, α is the absorbance 
of the absorber plate, I is solar irradiance (kJ. m-2), A

c
 

is area of the solar collector (m2), T
a
 is the ambient air 

temperature (oC), and T
abs

 is absorber temperature (oC). 

 The second factor that aff ects the heat lost is the 
insulation characteristic. The heat lost through insulation 
can be calculated using equation (8) given by Jafarkazemi 
et al. (2013),

 ...(8)

 where E
L2

 is energy lost by the solar collector due 
to insulation characteristics (kJ), U

l
 is the coeffi  cient 

of the rate of energy lost  from the insulation to the 
surroundings (kJ m–2oC-1), A

abs
 is an area of the absorber 
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(m2), Ta is ambient air temperature (oC), and Tabs is 
absorber temperature (oC)

Exergy of the solar collector

The exergy of a solar collector can be calculated using 
equation (9) given by Koca et al. (2008),

E
ex

 = m
f
C

pa
∆T  ...(9)

 where E
ex

 is the rate of exergy of the solar collector 
(kJ hr-1), m

f
 is the mass fl ow rate of air delivered by the 

blower (kg hr-1), Cpa is the specifi c heat of air (kJ oC-1 kg-1), 
and T is the diff erence in the temperatures of ambient air 
and air at the outlet (oC).

 Mass fl ow rates were determined using the continuity 
equation as used by  Hanif et al., (2018). Mass fl ow 
rates are obtained by taking the product of air velocity 
at outlet, density of air and outlet area. To fi nd the mass 
fl ow rate (m

f
), an anemometer (Extech, AN100, USA) 

will be used to fi nd the velocity of air at the outlet.

Effi  ciency of a thermal solar collector

The Performance of the solar collector is measured in 
terms of its energy and exergy. It is the ratio of energy 
and exergy of the solar collector. Equation (10) is used to 
fi nd the effi  ciency of the solar collector and is given by 
Hanif et al.. (2018),

ɳ = x 100  ...(10)

where ɳ  represents the effi  ciency of the solar collector 
(%),  m

f
 is the mass fl ow rate of air (kg hr-1), C

pa
 is the 

specifi c heat of air (kJ oC-1 kg-1), DT is the diff erence 
between the temperatures of ambient air and air at 
the outlet, (oC), I is solar irradiance (kJ m-2 hr-1), A

c
 is 

the area of the solar collector (m2), T
a
 is the ambient 

air temperature (oC), and T
s
 is the apparent surface 

temperature of the Sun, which is 4077 oC.

Data loggers

Data loggers (Mastech, MS6514, USA) that will record 
the air temperature at the inlet, outlet, and absorber 
plate were installed on the solar collector. The water 
temperature in the storage tank and drying chamber tank 
was measured with the help of mercury thermometers. 
The data were collected during a clear sky having a 
C.S.I (Clear Sky Index) of more than 70000 Lux at the 
time of data recording, with the help of a Luxmeter 

(Extech, 401025, USA). After evaluating the optimum 
combination of all the factors for maximum effi  ciency 
of the solar collector, the setup was installed and tested.

Statistical analysis

The data were analyzed using three factors in a completely 
randomized design. The fi rst factor was tilt angle with 
three levels, second factor was air mass fl ow rates with 
four levels and third was heat storage fl uid with four 
levels, making a 4 x 3 x 4 factorial experiment. All the 
treatments were replicated three times. Least signifi cant 
diff erence between means was calculated with α < 0.01.
The experimental factor and their levels are as given 
below.

a. Factor 1: Flow rates  (F)
 F1(natural or passive)  0.1 m.s-1, F2 1.31 m.s-1,  

F3 2.72 m.s-1 and F4 3.31 m.s-1

b. Factor 2: Tilt angles (T)
 T1 (30o),  T2 (35o), and T3 (40o)
c. Factor 3: Heat storage fl uid (H)
 H1 (air or control), H2 (water), H3 (concentrated salt 

solution), and H4 (polyethylene glycol)

RESULTS AND DISCUSSIONS

Diff used daily solar irradiance 

Mean daily diff used solar irradiance at the site for the 
experimental period is shown in Figure 4. During day 
time, maximum solar irradiance was recorded at noon. 
The data show that mean maximum solar irradiance of 
902 W m-2 were recorded at noon followed by 891 W m-2 
at 1:00 pm while the minimum solar irradiance of 209 
W m-2 was recorded at 6:00 pm followed by 212 W m-2 
at 6:00 am. From the mean values of solar irradiance, the 
solar noon was found to be around 12:35 to 12:37 pm. 
The correlation equation showed a positive correlation 
with R2 = 0.950. The R2 showed that there is a strong 
relationship of solar irradiance with time of the day. The 
reduced Chi Square test showed that there is a perfect 
correlation found between solar irradiance and time of 
the day. The test also showed that the shape of the solar 
irradiance is nearly a bell shaped structure having a σ 
(sigma) value of 0.91. The results are in line with the 
fi ndings of Mouna et al. (2014).  The results are 1.1% 
less than the fi ndings of Hanif et al. (2018). This may be 
due to air turbidity which increased in 2017 and 2018 as 
reported by Mamata et al. (2017).
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angle and collector fl uids, air fl ow rates and collector 
fl uids, and tilt angle, air fl ow rates, and collector fl uids 
also signifi cantly aff ected the energy gained by the fl at 
plate solar collector. 

 The results of the energy gained (kJ hr-1) by the fl at 
plate solar collector as aff ected by tilt angles (degrees), air 
fl ow rates (kg min-1), collector fl uids and all the interaction 
between these factors is given in Table 2. The results of 
the means of tilt angle showed that the maximum energy 
of 1156.02 kJ hr-1 was recorded at a tilt of 35o followed 
by 1153.20 kJ hr-1 at 30o while the minimum energy of 
1150.33 kJ hr-1 was recorded at tilting the collector at 40o. 
The results of the means of air fl ow rates showed that the 
maximum energy of 1325.02 kJ hr-1 was recorded for an 
air fl ow rate of 11.76 kg min-1 followed by 1292.81 kJ 
hr-1  of energy at 9.69 kg min-1 while the minimum energy 
gained of 950.17 kJ hr-1 was recorded for an air fl ow rate 
of 1.78 kg min-1. The results of means of fl uids fl owing 
in the raiser head pipes of the fl at plate solar collector 
showed that the maximum energy gained by the collector 
of 1297.31 kJ hr-1 was recorded for polyethylene glycol, 
followed by 1233.61 kJ hr-1 for salt solution, while the 
minimum energy gained of 941.93 kJ hr-1 was recorded 
for air as the fl owing medium without any fl uid in the 
head riser pipes. 

 With regard to interaction eff ects, the means of 
interaction between tilt angles and air fl ow rates (T x F) 
showed that the maximum energy of 1331.11 kJ hr-1 was 
gained by the fl at plate solar collector at 11.76 kg min-1 

air fl ow rate with a 35o collector tilt angle, while the 
minimum energy gained of 947.63 kJ hr-1was recorded 
at 1.78 kg min-1 air fl ow rate with the collector tilting 
at 35o. The means of interaction between air fl ow rates 
and collector fl uid (F x H) showed that the maximum 
energy of 1500.33 kJ hr-1was gained by the fl at plate solar 
collector at 11.76 kg min-1 air fl ow rate with polyethylene 
glycol solution used as collector fl uid while the 
minimum energy gained of 756.07 kJ hr-1was recorded at 
1.78 kg min-1 air fl ow rate with no fl uids in the collector 
head rised pipe. The means of interaction between 
tilt angles and collector fl uid (T x H) showed that the 
maximum energy of 1301.99 kJ hr-1was gained by the 
collector when polyethylene glycol solution was used in 
head rised pipes with a 30o collector tilt angle, while the 
minimum energy gained of 938.38 kJ hr-1 was recorded 
with air only fl owing in the solar collector without any 
fl uids in head raised pipes, and with the collector tilting 
at 40o. The means of overall interaction between tilt 
angles, fl ow rates and collector fl uid (T x F x H) showed 
that the maximum energy of 1509.74 kJ hr-1 was gained 

Figure 4: Daily diff used solar irradiance at the site

Figure 5: Average temperature of the absorber plate

Temperature of absorber plate

The average temperature data of the absorber plate and 
the dryer assembly is given in Figure 5. The minimum 
absorber plate temperature of 20 oC was recorded at 8:00 
am followed by 32 oC at 7:00 pm while a maximum 
temperature of 170 oC was recorded at 12:00 noon 
followed by 163 oC recorded at 1:00 pm. Hanif et al. 
(2018) reported the same increase in temperature of the 
absorber plate. Hanif et al. (2016; 2018) reported 33 and 
30% less values of absorber temperature. The fact is that 
they used small collectors having absorber area of 3.1 
and 4.23 m2.

Energy gained by the fl at plate solar collector

Statistical analysis of the data showed that all three factors, 
i.e., tilt angle, collector air fl ow rates, and collector fl uid 
used as medium, have a signifi cant (α < 0.05) eff ect on 
the energy gained by the fl at plate solar collector. All the 
interaction between the tilt angle and air fl ow rates, tilt 
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by the collector when polyethylene glycol solution 
was used in head raised pipes at 11.76 kg min-1 air fl ow 
rates with a 30o collector tilt angle, while the minimum 
energy gained of 751.39 kJ hr-1 was recorded with air 
only fl owing in the solar collector, without any fl uids 
in head raised pipes, at 1.78 kg min-1  with the collector 

tilting at 35o. Hanif et al. (2018) reported results in line 
with the fi ndings of this research. Sabet et al. (2014) also 
reported results in line with the fi ndings of this research. 
Hanif et al. (2016) reported results of energy less than 
the fi ndings of this research because of the fact that they 
have not used any energy storage medium.

Means followed by diff erent letter (s) within each category are signifi cantly (α < 0.05) diff erent using the LSD test 

LSD 
(0.05)

 for T = 1.09,  LSD
(0.05)

 for F = 45.61,  LSD 
(0.05)

 for H = 43.21

T  x F = * ; T x H = *; F x H = *;  T x F x H = *

* Signifi cant at 1% level of probability 

Collector fl uids

                             Air/control          Water        Salt solution        Polyethileneglycol           Mean

Tilt Angles   Flow rates                        T x F x H                             T x F

30o 1.78 760.07 964.05 1001.52 1082.97 952.15

4.67 839.64 1020.47 1145.18 1162.25 1041.88

9.69 1091.22 1249.05 1370.57 1453.02 1290.96

11.76 1077.04 1315.02 1409.34 1509.74 1327.78

35o 1.78 751.39 985.03 1007.02 1047.09 947.63

4.67 871.03 1011.65 1145.90 1169.05 1049.41

9.69 1075.59 1275.67 1366.52 1465.90 1295.92

11.76 1083.55 1325.14 1417.44 1498.31 1331.11

40o 1.78 756.75 936.71 1030.75 1078.63 950.71

4.67 868.28 1017.4 1122.03 1163.84 1042.90

9.69 1070.67 1253.97 1397.62 1443.91 1291.54

11.76 1057.80 1324.56 1389.37 1492.96 1316.17

            Tilt Angles                                                    T x H

30o 941.99 1137.15 1231.65 1301.99 1153.20b

35o 945.39 1149.37 1234.22 1295.09 1156.02a

40o 938.38 1133.17 1234.94 1294.83 1150.33c

        Flow rates (kg min-1)                                         F x H

1.78    756.07   961.93 1013.10 1069.56 950.17d

4.67   859.65 1016.52 1137.70 1165.04 1044.73c

9.69 1079.16 1259.56 1378.23 1454.28 1292.81b

11.76 1072.81 1321.57 1405.38 1500.33 1325.02a

Mean  941.93d 1139.90c   1233.61 b           1297.31a

Table 2: Energy gained (kJ hr-1) by the fl at plate solar collector as aff ected by tilt angles (degrees), air fl ow rates 

(kg min-1) and collector fl uids.
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Exergy analysis of the fl at plate solar collector

Statistical analysis of the datashowed that all three factors, 
i.e., tilt angle, collector air fl ow rates, and collector fl uid 
used as medium, have a signifi cant (α < 0.05) eff ect on 
the total potential or exergy effi  ciency of the fl at plate 

solar collector. All the interactions, between the tilt angle 
and air fl ow rates, tilt angle and collector fl uids, air fl ow 
rates and collector fl uids, and tilt angle, air fl ow rates, and 
collector fl uids—also signifi cantly aff ected the exergetic 
effi  ciency of the fl at plate solar collector. 

                                                           Collector fl uids 

                                                               Air/control Water Salt solution Polyethylene glycol Mean

Tilt angles   Flow rates                                T x F x H                                                  T x F

30o           1.78 42.33 36.07 33.94 32.67 36.25

          4.67 46.00 45.00 37.33 35.67 41.00

          9.69 44.17 40.53 35.64 34.17 38.63

        11.76 44.17 40.53 35.64 34.17 38.63

35o           1.78 44.78 42.02 36.20 34.67 39.42

         4.67 44.37 41.03 35.83 34.33 38.89

         9.69 44.44 41.20 35.89 34.39 38.98

        11.76 44.53 41.42 35.97 34.46 39.09

40o           1.78 44.45 41.21 35.90 34.40 38.99

          4.67 44.47 41.27 35.92 34.42 39.02

          9.69 44.48 41.30 35.93 34.42 39.03

       11.76 44.47 41.26 35.91 34.41 39.01

  Tilt angles                                                      T x H

30o 44.17 40.53 35.64 34.17 38.63c

35o 44.53 41.42 35.97 34.46 39.09a

40o 44.47 41.26 35.91 34.41 39.01b

  Flow rates (kg min-1)                                     F x H

1.78 43.85 39.77 35.35 33.91 38.22c

4.67 44.95 42.43 36.36 34.81 39.64a

9.69 44.36 41.01 35.82 34.33 38.88b

11.76 44.37 41.11 35.84 34.35 38.91ab

 Mean   44.39 a   41.07b  35.81c   34.32d

Means followed by diff erent letter (s) within each category are signifi cantly (α < 0.05) diff erent using the LSD test 

LSD 
(0.05)

 for T = 0.03,  LSD
(0.05)

 for F = 0.16,  LSD 
(0.05)

 for H = 3.01

T  x F = *;  T x H = *; F x H = *; T x F x H = *; T x F x H = *

* Signifi cant at 1% level of probability 

Table 3: Exergy effi  ciency (%) of fl at plate solar collector as aff ected by tilt angles (degrees), air fl ow rates (kg min-1) 

and collector fl uids
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The results of the exergy analysis of the fl at plate solar 
collector as aff ected by tilt angles (degrees), air fl ow rates 
(kg min-1), collector fl uids and all the interaction between 
these factors is given in Table 3. The results of the means 
of tilt angle showed that the maximum exergy effi  ciency 
of 39.09 % was recorded at the tilt of 35o followed by 
39.01 % at 40o, while the minimum exergy effi  ciency 
of 38.63 % was recorded at tilting the collector at 30o. 
The results of the means of air fl ow rates showed that the 
maximum exergy effi  ciency of 39.64 % was recorded for 
an air fl ow rate of 4.67 kg min-1 followed by 38.91% at 
11.76 kg min-1,while the minimum exergy effi  ciency of 
38.22 % was recorded for an air fl ow rate of 1.78 kg min-1. 
The results of means of fl uids fl owing in the head riser 
pipes of the collector showed that the maximum exergy 
effi  ciency gained by the collector was 44.39 % recorded 
for air without any medium in the pipes, followed by 
41.07 % for water, while the minimum exergy effi  ciency 
of 38.22 % was recorded for polyethylene glycol solution 
as a fl owing medium in the head riser pipes. 

 With regard to interaction eff ects, the means of 
interaction between tilt angles and air fl ow rates (T x F) 
showed that the maximum exergy of 41.0 % was gained 
by the fl at plate solar collector at a 4.67 kg min-1 air fl ow 
rate with a 30o collector tilt angle, while the minimum 
exergy gained of 36.25 % was recorded at a 1.78 kg min-1 

air fl ow rate with the collector tilting at 30o. The means 
of interaction between air fl ow rates and collector fl uid 
(F x H) showed that the maximum exergy of 44.95 % was 
gained by the fl at plate solar collector at a 4.67 kg min-

1 air fl ow rate with air used as the collector fl uid while 
the  minimum exergy effi  ciency gained of 33.91 % was 
recorded at 1.78 kg min-1 air fl ow rate with polyethylene 
glycol used as the fl uid in the fl at plate solar collector 
head riser pipe. The means of interaction between 
tilt angles and collector fl uid (T x H) showed that the 
maximum exergy of 44.53 % was gained by the fl at plate 
solar collector when air was used with a 35o collector tilt 
angle, while the minimum exergy effi  ciency gained of 
34.17 % was recorded for polyethylene glycol fl owing 
in the solar collector head riser pipes with the collector 
tilting at 30o. The means of overall interaction between tilt 
angles, fl ow rates and collector fl uid (T x F x H) showed 
that maximum exergy of 46.0 % was gained by the fl at 
plate solar collector when air was used in the head riser 
pipes at 4.67 kg min-1 air fl ow rates with a 30o collector 
tilt angle, while the minimum exergy gained of 32.67% 
was recorded for a polyethylene glycol solution in the 
solar collector at 1.78 kg min-1  with the collector tilting 
at 30o. Silva et al. (2013) reported results in line with the 
fi ndings of this research. Soteris et al. (2016) reported 
that exergy increase was a function of collector fl uids, 

which was confi rmed by the results of the solar collector 
exergy gained in this research. Siva et al. (2012) reported 
less exergy gained by the fl at plate solar collector. This 
was due to the smaller size of the solar collector used in 
their experiment. 

Effi  ciency of the fl at plate solar collector

Statistical analysis of the data showed that all three 
factors, i.e., tilt angle, collector air fl ow rates, and 
collector fl uid used as medium, have a signifi cant 
(α < 0.05) eff ect on the effi  ciency of the fl at plate solar 
collector. All the interactions between the tilt angle and 
air fl ow rates, tilt angle and collector fl uids, air fl ow rates 
and collector fl uids, and tilt angle, air fl ow rates, and 
collector fl uids also signifi cantly aff ected the effi  ciency 
of the fl at plate solar collector. 

 The results of the performance evaluation of the fl at 
plate solar collector as aff ected by tilt angles (degrees), 
air fl ow rates (kg min-1), collector fl uids, and all the 
interaction between these factors are given in Table 4. 
The results of the means of tilt angle showed that the 
maximum effi  ciency of 29.74 % was recorded at the tilt 
of 40o followed by 28.16 % at 35o tilt while the minimum 
effi  ciency of 21.77 % was recorded when tilting the 
collector at 30o. The results of the means of air fl ow rates 
showed that the maximum effi  ciency of 28.28% was 
recorded for air fl ow rate of 11.76 kg min-1 followed by 
27.64 % at 9.69 kg min-1, while the minimum effi  ciency 
of 25.01 % was recorded for air fl ow rates of 1.78 kg 
min-1. The results of means for fl uids fl owing in the head 
riser pipes of the collector showed that the maximum 
effi  ciency obtained by the collector was 29.90 % recorded 
for polyethylene glycol solution used as a medium in 
the pipes, followed by an effi  ciency of 28.36 % for salt 
solution, while the minimum effi  ciency of 21.70 % was 
recorded for air or without any medium in the head riser 
pipes. 

 With regard to interaction eff ects, the means of 
interaction between tilt angles and air fl ow rates (T x F) 
showed that the maximum effi  ciency of 36.17 % was 
gained by the fl at plate solar collector at a 11.76 kg min-1 

air fl ow rate with 35o collector tilt angle while the 
minimum effi  ciency gained of 18.54 % was recorded at 
1.78 kg min-1 air fl ow rate with the collector tilting at 30o. 
The means of interaction between air fl ow rates and 
collector fl uid (F x H) showed that the maximum 
effi  ciency of 31.08% was recorded by the fl at plate solar 
collector at 11.76 kg min-1 air fl ow rate when polyethylene 
glycol solution was used as the collector fl uid, while the 
minimum effi  ciency gained of 18.61% was recorded 
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at a 1.78 kg min-1 air fl ow rate when air was used as 
the fl uid in the fl at plate solar collector. The means of 
interaction between tilt angles and collector fl uid (T x 
H) showed that maximum effi  ciency of 34.14 % was 
gained by the fl at plate solar collector when polyethylene 
glycol solution was used with a 40o collector tilt angle, 
while the minimum effi  ciency gained of 17.92 % was 
recorded for air fl owing in the solar collector with the 
collector tilting at 30o. The means of overall interaction 
between tilt angles, fl ow rates and collector fl uid (T x F x 
H) showed that the maximum effi  ciency of 39.71% was 
gained by the fl at plate solar collector when polyethylene 

glycol solution was used in the head riser pipes at a 
9.69 kg min-1 air fl ow rate, with a 40o collector tilt angle, 
while the minimum effi  ciency gained of 13.71 % was 
recorded for air in the solar collector at 1.78 kg min-1  with 
the collector tilting at 30o. Tian et al. (2013) and Wang 
et al. (2008) reported results in line with the fi ndings 
of this research. However, Hanif et al. (2018) reported 
effi  ciency results with the fl uids used in contradiction of 
the results obtained in this research. The fact was that 
they used a lower concentration of salt in the solution, 
while using tap water with high impurities. 

                                                           Collector Fluids 

Air/control Water Salt solution  Polyethyleneglycol  Mean

Tilt angles   Flow rates                                    T x F x H                                                            T x F

30o           1.78 13.71 19.18 19.39 21.89 18.54

          4.67 19.18 24.84 27.6 28.63 25.06

          9.69 19.38 22.47 23.04 23.53 22.10

        11.76 19.41 20.97 22.09 23.12 21.39

35o          1.78 20.49 28.22 33.27 33.89 28.96

         4.67 19.52 21.02 23.28 23.53 21.83

         9.69 23.18 22.44 28.77 28.31 25.67

        11.76 29.78 37.42 38.13 39.36 36.17

40o           1.78 21.63 27.24 28.37 32.85 27.52

          4.67 23.26 29.66 29.9 33.25 29.01

          9.69 28.86 33.71 38.28 39.71 35.14

        11.76 22.04 28.00 28.27 30.75 27.26

                    Tilt Angles                                                            T x H

30o 17.92 21.86 23.03 24.29 21.77 c

35o 23.24 27.27 30.86 31.27 28.16 b

40o 23.94 29.65 31.21 34.14 29.74 a

                    Flow rates (kgmin-1)                                             F x H

1.78 18.61 24.88 27.01 29.54 25.01 d

4.67 20.65 25.17 26.93 28.47 25.31 c

9.69 23.81 26.21 30.03 30.52 27.64 b

11.76 23.74 28.80 29.49 31.08 28.28 a

Mean   21.70d  26.26c  28.36b    29.90a

Means followed by diff erent letter(s) within each category are signifi cantly (α < 0.05) diff erent using the 

LSD test 

LSD 
(0.05)

 for T = 0.023,  LSD
(0.05)

 for F = 0.011,  LSD 
(0.05)

 for H = 0.021

T  x F = * ; T x H = *; F x H = *; T x F x H = *

* Signifi cant at 1% level of probability 

Table  4: Overall effi  ciency (%) of fl at plate solar collector as aff ected by tilt angles (degree), air fl ow 

rates (kg min-1) and collector fl uids



A novel approach for energy and exergy analysis  171

Journal of the National Science Foundation of Sri Lanka 50(1) March 2022

The role of the energy storage unit in storing energy 
in the solar collector

The role of the energy storage unit to store energy in 
the fl at plate solar collector is shown in Figure 6. The 
statistical analysis of the data (Appendix E) showed that 
there is signifi cant (α < 0.05) diff erence found in the values 
of energy stored by diff erent fl uids. The results showed 
that the maximum energy of 40,207 kJ day-1 was stored 
in the energy storage unit followed by 33,291 kJ day-1 
stored by the salt solution, while the minimum energy 
of 29,640 kJ day-1 was stored with water. Energy storing 
ability varies for each fl uid used in the solar collector. 
They play a vital role in increasing the effi  ciency and 
exergy. This energy stored by the energy storage unit 
helped the solar collector to achieve higher performance, 
less energy loss, and more drying time. The results are 
in accordance with the fi ndings of Zhong et al. (2014). 
The results are more signifi cant than those of Yahya et al. 
(2000) and Hanif et al. (2018), because of the fact that 
a larger collector absorber was used as compared to the 
size of their solar collectors. Tian et al. (2013) reported 
results in accordance with the fi ndings of this research. 
They stated that energy storage can be increased with 
increasing fl ow rates of the solar collectors. 

3. Polyethylene glycol is the best solution to increase 
performance of a solar collector. 

4. The fl at plate solar collector must be operated at 
higher air fl ow rates with 40o tilt to achieve maximum 
performance with higher exergetic values. 

5. More energy is stored by polyethylene glycol when 
used as fl uid in the fl at plate solar collector.
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Abbreviations and Symbols: Unless common, these should be defi ned when fi rst used, and not included in the abstract. The SI System of units 
should be used wherever possible. lf measurements were made in units other than SI, the data should be reported in the same units followed by SI 
units in brackets, e.g. 5290 ft (1610 m). 

Formulae and Equations: Equations should be typewritten and quadruple spaced. They should be started on the left margin and the number placed 
in parentheses to the right of the equation. 

Nomenclature: Scientifi c names of plants and animals should be printed in italics. In the fi rst citation, genus, species and authority must be given. 
e.g. Borassus fl abellifer Linn. In latter citations, the generic name may be abbreviated,  for example, B. fl abellifer L. 

Tables and fi gures: Tables and Figures should be clear and intelligible and kept to a minimum, and should not repeat data available elsewhere in 
the paper. Any reproduction of illustrations, tabulations, pictures etc. in the manuscript should be acknowledged.

Tables: Tables should be numbered consecutively with Arabic numerals and placed at the appropriate position in the manuscript. If a Table must be 
continued, a second sheet should be used and all the headings repeated. The number of columns or rows in each Table should be minimized. Each 
Table should have a title, which makes its general meaning clear, without reference to the text. All Table columns should have explanatory headings. 
Units of measurement, if any, should be indicated in parentheses in the heading of each column. Vertical lines should not be used and horizontal 
lines should be used only in the heading and at the bottom of the table. Footnotes to Tables should be placed directly below the Table and should be 
indicated by superscript lower case italic letters (a, b, c, etc.). 

Figures: All illustrations are considered as fi gures, and each graph, drawing or photograph should be numbered consecutively with Arabic numerals 
and placed at the appropriate position in the manuscript. Any lettering to appear on the illustrations should be of a suitable size for reproduction and 
uniform lettering should be used in all the Figures of the manuscript. Scanned fi gures or photographs should be of high quality (300 dpi), to fi t the 
proportions of the printed page (12 × 17 cm). Each fi gure should carry a legend so that the general meaning of the fi gure can be understood without 
reference to the text. Where magnifi cations are used, they should be stated. 

Units of measurement

Length: km, m, mm, μm, nm  Time: year(s), month(s), wk(s),  Molecular weight: mol wt
Area: ha, km2, m2 d(s), h, min, s Others: Radio-isotopes: 32P
Capacity: kL, L, mL, μL  Concentration: M, mM, N, %, Radiation dose: Bq
Volume: km3, m3, cm3   g/L, mg/L, ppm Oxidation-reduction potential: rH
Mass: t, kg, g, mg, μg  Temperature: °C, K Hydrogen ion concentration: pH
 Gravity: x g




